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1. MESSAGES

Message from the Conference Chair

We would like to extend our warmest welcome to all participants of the 22nd International Conference on
Computers in Education (ICCE) 2014. This year, the conference is held in Nara, a beautiful city at the center of
Japan and an important hub of Japanese traditional culture. Building on the continuous success of the conference
series in recent two decades, the program aims to foster vibrant exchanges and dynamic collaborations among
the academic and research communities of technology enhanced learning around the world.

We are pleased to have outstanding scholars as conference speakers to share their insights across varying areas
in the field of computers in education. As for the three keynote speeches, Marlene Scardamalia will discuss the
designs for principle-based innovation in education; Yvonne Rogers will talk about how new technology can
change learning for the better; and Kurt Squire will highlight the research and development on integrating digital
games into science learning for fostering authentic participation among learners. For the three theme-based
invited speeches, Yasuhisa Tamura will introduce the trends and standardization of digital textbooks; Yu-Ju Lan
will discuss the unique features of virtual worlds in supporting learners in second language acquisition; and
Huang-Yao Hong will talk about the ways of cultivating teaching professionals with the design thinking in
teaching with technology. In addition, Noriko H. Arai will give a distinguished invited speech on sharing the
experience of universities in Japan of using an Al system for supporting university entrance examinations; and
Miguel Nussbaum will give a special invited speech on discussing the use of technology for scaffolding learners
to develop critical thinking skills in the classroom learning process. We look forward to these informative and
illuminating speeches for inspiring us to sharpen the synergy among technology, pedagogy and education.

The organization of such the large-scale conference of ICCE 2014 requires the concerted efforts and unfailing
supports from our conference organization team members and conference paper reviewers, with their names
enlisted in the proceedings. We would like to express our sincere gratitude to all the kind individuals who have
rendered their help in every possible way to make this conference a reality. We would also like to thank all the
paper authors and registered participants for their exciting academic contributions to the fruitful intellectual
exchange in this conference.

We hope all participants will have further opportunities to create new friendships and professional collaborations,
and to leave fond memories for their stays in Nara. With the breathtaking scenery and historic culture in Nara
city, as well as the intellectual sharing and social bonding in conference program, it will definitely be a unique
ICCE experience for everyone.

Thank you!
“Arigatou!”

Siu Cheung KONG
Conference Chair
(Hong Kong)



Message from Local Organizing Committee Chairs

It is a great pleasure to welcome you to the 22nd International Conference on Computers in Education
(ICCE2014). ICCE2014 is held in Nara, Japan. Nara has over 1300 years of history. The first capital of Japan
was built in Nara, “Heijokyo”. Nara is the starting place of Japanese cultures and spirits. There are many
historical sites including UNESCO’s World Heritage in the city of Nara. We are very honored to hold ICCE2014
in the wonderful place.

ICCE2014 takes place in the Nara Prefectural New Public Hall. The hall is located in Nara National Park, which
is surrounded by the famous historical shrine (Kasuga Taisha) and temple (Todaiji) registered as World Heritage
sites. We hope that all participants enjoy not only the conference but also the beautiful city of Nara.

The conference series of ICCE is organized by APSCE. In ICCE2014, we worked particularly with the executive
committee of APSCE. We greatly benefited from their valuable advice. ICCE2014 is also hosted by Japanese
Society of Information and Systems in Education (JSiSE), Japan Society for Educational Technology (JSET),
and Japanese Association for Education of Information Studies (JAEIS). We deeply thank the sincere support
from these societies.

In addition, we would like to warmly acknowledge the financial support of sponsors: KANSAI-OSAKA 21st
Century Association; KDDI Foundation; Support Center for Advanced Telecommunications Technology
Research, Foundation; The Telecommunications Advancement Foundation; Tateisi Science and Technology
Foundation; Nara Visitors Bureau. We would also like to thank cooperate sponsors for their financial support:
UCHIDA YOKO Co., LTD. and Epson Sales Japan Corp. (at the Platinum level); DATA PACIFIC (JAPAN)
LTD., PHOTRON LIMITED, Asahi Net, Inc., and Fujitsu Limited (at the gold level); Pro-Seeds Co., Ltd (at
the silver level). Without the support from these sponsors, this conference would not have been a success. We
are deeply thankful to the many student volunteers and staff volunteers from a lot of universities in Japan.

Finally, we cordially welcome all of you to Nara, Japan. We believe your participation and contribution to
ICCE2014 will make it much more productive and successful. We also hope that you enjoy the conference and
Japan to gain wonderful experience.

November 2014

Akihiro Kashihara
The Local Organizing Committee Chair
(Japan)



Message from the Program Coordination Chairs

The International Conference on Computers in Education (ICCE) is a series of annual conferences

encompassing a broad range of issues related to using information technology for education, organized and

sponsored by the Asia-Pacific Society for Computers in Education (APSCE). This year, ICCE 2014 is taking

place in Nara, Japan from 30 November to 4 December 2014. Following the tradition of previous conferences

in this series, ICCE 2014 is structured as a meta-conference that allows researchers from all over the world to

connect with each other, to disseminate and share research, and to develop and deploy ideas that span the field

of Computers in Education. There are seven interrelated sub-conferences focusing on specialized themes, each

of which is organized by a program committee appointed by the respective special interest group (SIG — see

http://www.apsce.net/sigs_list.php?id=1026), constitute the five-day Conference schedule. They are:

C1: ICCE Conference on Artificial Intelligence in Education/Intelligent Tutoring System (AIED/ITS) and
Adaptive Learning

C2: ICCE Conference on Computer-supported Collaborative Learning (CSCL) and Learning Sciences

C3: ICCE Conference on Advanced Learning Technologies, Open Contents, and Standards

C4: ICCE Conference on Classroom, Ubiquitous, and Mobile Technologies Enhanced Learning (CUMTEL)

C5: ICCE Conference on Digital Game and Digital Toy Enhanced Learning and Society (GTEL&S)

C6: ICCE Conference on Technology Enhanced Language Learning (TELL)

C7: ICCE Conference on Practice-driven Research, Teacher Professional Development and Policy of ICT in
Education (PTP)

The Program Committee is comprised of a strong team that includes the Conference Chair, the Program
Coordination Chair and co-Chair, seven executive Sub-Conference Chairs and 365 experts in the field of
Computers in Education from 41 different countries or economies. Former ICCE local organizing and program
coordination chairs have played the role of consultants in overseeing the conference organization process.

In total, the conference received a total of 266 papers (155 full, 52 short, and 59 posters) from 30 different
countries or economies. Table 1 provides the submissions by country of the first author of individual paper. All
papers were subjected to a rigorous review process by 2-4 reviewers from the respective sub conference program
committees. After a discussion period within the individual program committees led by the sub conference
Executive Co-Chairs and Co-Chairs, recommendations were made to the Coordination Committee Chair and
Co-Chair. They made sure that the review process for all sub-conferences maintained the highest standards. This
resulted in 39 full, 90 short, and 79 poster acceptances across all of the sub- conferences. The overall acceptance
rate for full papers is 25%, and overall acceptance rate is 78%. The complete statistics of paper acceptances is
shown in Table 2.

Table 1: Distribution of Paper Submissions for ICCE 2014

country

Australia 2 Malaysia 14
Austria 1 Netherlands 1
Brazil 1 New Zealand 3
Canada 3 Philippines 2
China 14 | Singapore 13
Czech Republic 1 Spain 4
Finland 2 Sri Lanka 1
Germany 8 Swaziland 1
Hong Kong 6 Sweden 6
India 3 Taiwan 61
Indonesia 9 Thailand 7
Ishida 1 Tunisia 1
Israel 1 United Kingdom | 3
Japan 98 | United States 3
Kenya 1 Viet Nam 1
Korea 2




The acceptance rate for the full papers in the individual sub-conferences closely mirrored the overall acceptance
rate. This is a testimony to the continued maintenance of the quality of presentations in our conference. The
number of submissions and the acceptance rate for each sub conference is summarized in Table 3.

Table 2: Results of the overall reviewing process for ICCE 2014

Full papers Short papers Posters
Submissions 155 52 59
Results: Full page acceptance rate= 25% Overall acceptance rate= 78%
Full papers 39(25%)
Short papers 56 34(65%)
Posters 37 6 36(61%)
Reject 23 12 23
Table 3: Breakdown of submission and acceptance by sub-conference
Sub Conference [C1 [C2 [c3 [c4 [c5 [cé | c7
accepted (submitted)
Full 6(24) | 6(27) | 5(18) | 7(29) | 4(14) | 4(16) 7(27)
Short 3(8) | 6(6) |10(13) | 7(16) | 6(10) | 10(14) 10(23)
Poster 6(14) | 6(18) | 7(11) | 12(14) | 6(9) 11(14) 4(6)

Last, the main conference schedule includes the all-important keynote speakers: (1) Professor Marlene
SCARDAMALIA from OISE/University of Toronto, Canada (“Designs for Principle-Based Innovation in
Education,” representing sub-conference C2), (2) Professor Yvonne ROGERS from University College London,
UK (“Can new technology change learning for the better? ,” representing sub-conference C4), and (3) Professor
Kurt SQUIRE from University of Wisconsin-Madison, USA (“Fostering authentic participation in science
through games ,” representing sub-conference C5); the distinguished invited speaker: Professor Noriko H.
ARAI from National Institute of Informatics, Japan (“The impact of A.l. on education - Can a robot get into the
University of Tokyo?”); the theme-based invited speakers: (1) Professor Yu-Ju LAN from National Taiwan
Normal University, Taiwan (“Language learning in virtual worlds: embodied, immersive, and interactive,”
representing sub-conference C6,) (2) Professor Yasuhisa Tamura from Sophia University, Japan (“Digital
Textbooks: Trends and Standardization,” representing sub-conference C3), and (3) Professor Huang-
Yao HONG from National Chengchi University, Taiwan (“Cultivating design thinking in teaching with
technology,” representing sub-conference C7); and the special invited speaker: Professor Miguel NUSSBAUM
from The Computer Science Department of the School of Engineering of Pontificia Universidad Catdlica de
Chile (“Using Technology as Scaffolding for Teaching Critical Thinking in the Classroom”).

In addition, there will be two panel sessions: (1) “Can or should learning be seamless most of the time? The flip
side of Mobile Seamless Learning ...” (moderator: Professor Lung-Hsiang Wong from Nanyang Technological
University, Singapore), (2) “Innovative programs and national policy of ICT in education in the Asia-Pacific
region: looking back and moving forward” (moderator: Professor Fu-Yun YU, National Cheng Kung University,
Taiwan).

The first two days of the conference are devoted to pre-conference events. This year they include 16 workshops,
two interactive events, one tutorial, and the Doctoral Student Consortia, which will include 12 pre-doctoral
student presentations followed by mentoring activities conducted by top-notch researchers. The Workshop
papers are published in separate proceedings with its own ISBN number.

We would like to thank everyone who has been involved directly or indirectly in making these proceedings
come to fruition, and we hope for a resounding success. We would like to thank all paper authors for your
exciting research contributions and choosing ICCE 2014 as the outlet to present your works. Moreover, we
would like to thank the IPC and the Executive Chairs who undertook the responsibility of selecting and
reviewing papers. We also would like to thank our keynote and invited speakers for accepting our invitations.
Last but not least, the biggest thank goes to the Local Organization Committee for their hard work under the
tremendous schedule pressure.



We hope that you will find all the activities in ICCE 2014 to be insightful, interesting, and inspiring. Please
enjoy the academic activities of ICCE 2014 and the vibrant and colorful culture experiences in Nara.

Program Coordination Chairs:

Chen-Chung LIU (Chair)
National Central University
Taiwan

Hiroaki OGATA (Co-Chair)
Kyushu University
Japan
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Theme-based Conferences Program Co-Chairs:
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C4:

C5:
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ICCE Conference on Artificial Intelligence in Education/Intelligent Tutoring System (AIED/ITS)
and Adaptive Learning (AL)

Yusuke HAYASHI, Hiroshima University, Japan (Executive Chair)
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Jianwei ZHANG, State University of New York at Albany, USA

Yongwu MIAO, University Duisburg-Essen, Germany

Jack HSU, National Pingtung University of Science and Technology, Taiwan

Consultants:

Wenli CHEN, Nanyang Technological University, Singapore
Muhammad LUKMAN, University of Muhammadiyah, Indonesia
Lung-Hsiang WONG, Nanyang Technological University, Singapore
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C4 Program Committee members:

Brenda BANNAN, Pennsylvania State University, USA

Rosanna CHAN, The Chinese University of Hong Kong, Hong Kong
Daniel CHURCHILL, University of Hong Kong, Hong Kong

Yanjie SONG, Hong Kong Institute of Education, Hong Kong

Ray Yueh-Min HUANG, National Cheng Kung University, Taiwan
Tzung-Shi CHEN, National University of Tainan, Taiwan

Carol CHU, Soochow University, Taiwan

Hsien-Sheng HSIAO, National Taiwan Normal University, Taiwan
Gwo-Jen HWANG, National University of Science and Technology, Taiwan
Yih-Ruey JUANG, Jinwen University of Science and Technology, Taiwan
Chen-Chung LIU, National Central University, Taiwan

Chiu-Pin LIN, National HsinChu University of Education, Taiwan
Jun-Ming SU, National Taiwan Jiao Tung University, Taiwan
Gwo-Haur HWANG, Ling Tung University, Taiwan

Chengjiu YIN, Kyushu University, Japan

Masato SOGA, Wakayama University, Japan

Hiroaki OGATA, University of Tokushima, Japan

Masao MURQOTA, Tokyo Institute of Technology, Japan

Yusuke MORITA, Waseda University, Japan

Tomoo INOUE, University of Tsukuba, Japan

Yoshiaki HADA, The Open University of Japan, Japan

Noriko UOSAKI, Osaka University, Japan

Haiguang FANG, Capital Normal University, China

Xiaoging GU, East China Normal University, China

Junjie SHANG, Peking University, China

Su CAl, Beijing Normal University, China

Irfan UMAR, University of Science, Malaysia

Ivica BOTICKI, University of Zagreb, Croatia

Serge GARLATTI, Telecom Bretagne, France

Ulrich HOPPE, University of Duisburg-Essen, Germany

Marco KALZ, The Open Universiteit in the Netherlands, The Netherlands
Marcelo MILRAD, Linaeus University, Sweden

Marcus SPECHT, The Open Universiteit in the Netherlands, The Netherlands
Jane YAU, Malmo University, Sweden

Herman van der MERWE, North West University, South Africa
Adam Giemza, University of Duisburg-Essen, Germany

Lars Bollen, University of Twente, The Netherlands

Christian GLAHN, ETH Zurich, Switzerland

Jo WAKE, University of Bergen, Norway

Barbara WASSON, University of Bergen, Norway

Zane BERGE, University of Maryland, Baltimore County, USA
Maiga CHANG, Athabasca University, Canada

Moushir ELBISHOUTY, Athabasca University, Canada

Heng-Yu KU, University of Northern Colorado, USA

Oscar LIN, Athabasca University, Canada

Lin MUILENBERG, St. Mary's College of Maryland, USA

Elliot SOLOWAY, University of Michigan, USA

Qing TAN, Athabasca University, Canada

Gustavo ZURITA, University of Chile, Chile



C5 Program Committee members:
Fernandez-Manjon BALTASAR, Universidad Complutense de Madrid, Spain
Tak-Wai CHAN, National Central University, Taiwan
Ben CHANG, National Chiayi University, Taiwan
Chih-Kai CHANG, National University of Tainan, Taiwan
Chiung-Sui CHANG, Tamkang University, Taiwan
Maiga CHANG, Athabasca University, Canada
Yuan-Jen CHANG, Central Taiwan University of Science and Technology, Taiwan
Ming-Puu CHEN, National Taiwan Normal University, Taiwan
Nian-Shing CHEN, National Sun Yat-Sen University, Taiwan
Zhi-Hon CHEN, Yuan-Ze University, Taiwan
John I-Tsun CHIANG, National Changhua University of Education, Taiwan
Tsung-Yen CHUANG, National University of Tainan, Taiwan
Moushir EL-BISHOUTY, Athabasca University, Canada
Mathew Joseph GAYDOS, National Institute of Education, Singapore
Toshihiro HAYASHI, Kagawa University, Japan
Huei-Tse HOU, National Taiwan University of Science and Technology, Taiwan
Jun HU, Eindhoven University of Technology, Netherlands
Gwo-Jen HWANG, National Taiwan University of Science and Technology, Taiwan
Ido IURGEL, Rhine-Waal University, Germany
Minfong JAN, Nanyang Technological University, Singapore
Morris S. Y. JONG, The Chinese University of Hong Kong, Hong Kong
Beaumie KIM, University of Calgary, Canada
Kinshuk, Athabasca University, Canada
Paul KUO, National Palace Museum, Taiwan
Rita KUO, Knowledge Square Ltd., USA
Fong-Lok LEE, The Chinese University of Hong Kong, Hong Kong
Jimmy Ho-Man LEE, The Chinese University of Hong Kong, Hong Kong
Hao-Chiang Koong LIN, National University of Tainan, Taiwan
Eric Zhi-Feng LI1U, National Central University, Taiwan
Hiroyuki MITSUHARA, Tokushima University, Japan
Wolfgang MUELLER, University of Education Weingarten, Germany
Demetrios G. SAMPSON, University of Piraeus, Greece
Junjie SHANG, Peking University, China
Chun-Yi SHEN, Tamkang University, Taiwan
Ju-Ling SHIH, National University of Tainan, Taiwan
Ru-Chu SHIH, National Pingtung University of Science & Technology, Taiwan
Hsin-Yih SHYU, Tamkang University, Taiwan
Chuen-Tsai SUN, National Chiao Tung University, Taiwan
Hiroyuki TARUMI, Kagawa University, Japan
Christopher WALSH, Torrens University Australia and The Open University (UK), Australia & UK
Yu-Ren YEN, Far East University, Taiwan
Shelley Shwu-Ching YOUNG, National Tsing Hua University, Taiwan
Nelson ZAGALO, University of Minho, Portugal
Li ZHANG, University of Northumbria, UK



C6 Program Committee members:

Mathew ABSALAM, The University of Melbourne, Australia

Nike ARNOLD, Portland State University, USA

Jun-ichi AZUMA, Juntendo University, Japan

Rebecca BABCOCK, University of Texas of the Permian Basin, USA
Emerita BANADOS, Universidad de Concepcion, Chile

Alex BOULTON, Nancy University, France

Mei Mei CHANG, National Pingtung University of Science and Technology, Taiwan
Howard CHEN, National Taiwan Normal University, Taiwan
Shu-Mei CHWO, Hungkuang University, Taiwan

Liliana CUESTA,Universidad de La Sabana, Colombia

Lara DUCATE, University of South Carolina, USA

Carolin FUCHS, Columbia University, USA

Ana GIMENO-SANZ, Universidad Polit?cnica de Valenciaa, Spain
Yoshiko GODA, Kumamoto University, Japan

Scott GRANT, Monash University, Australia

Sarah GUTH, University of Padua, Italy

Mirjam HAUCK, The Open University, UK

Yueh-Min HUANG, National Cheng kung University, Taiwan

Phil HUBBARD, Stanford University, USA

Ching-Kun Hsu, National Taiwan Normal University, Taiwan

Nicole KENG, Coventry University, UK

Rick KERN, University of Berkeley, USA

Makiko KISHI, Meiji University, Japan

Chin-Hwa KUQO, Tamkang University, Taiwan

Hsing-chin LEE, National Taipei College of Business, Taiwan

Jae-Ho LEE, University of Tsukuba

Jia (Joan) LI, University of Ontario Institute of Technology, Canada
Chih-cheng LIN, National Taiwan Normal University, Taiwan
Tsun-Ju Lin, KaiNan University, Taiwan

Chao-Hong LIU, National Cheng Kung University, Taiwan

Yi-chun LIU, Taiwan, Chia Nan University of Pharmacy and Science, Taiwan
Gillian LORD, University of Florida, USA

Takeshi MATSUDA, Shimane University, Japan

Hideya MATSUKAWA, Osaka University, Japan

Kahoko MATSUMOTO, Tokai University, Japan

Carlos Rub?n MONTORO SANJOS?, the University of Guanajuato, Mexico
Masayuki MURAKAMI, Kyoto University of Foreign Studies

Jo MYNARD, Kanda University of International Studies, Japan
Toshihisa NISHIMORI, Osaka University, Japan

Fang-Chuan OU YANG, Chien Hsin University of Science and Technology, Taiwan
Makiko OYAMA, Osaka University, Japan

Seijiro SUMI, Ryutu Keizai University, Japan

Ruslan SUVOROV, Yale University, USA

Siew Ming THANG, Universiti Kebangsaan, Malaysia

Junpei TOKITO, Yamagata University

Yasuhiko TSUJI, The Open University of Japan, Japan

Takafumi UTASHIRO, Hokkai Gakuen University, Japan

Takehiro WAKIMOTO, Aoyama Gakuin University, Japan

Yuki WATANABE, Tokyo Metropolitan University, Japan

Jie Chi YANG, National Central University, Taiwan

Hui-Chin YEH, National Yunlin University of Science and Technology, Taiwan



C7 Program Committee members:

Zoraini Wati ABAS, Open University Malaysia, Malaysia

Diana ANDONE, Politechnica University of Timisoara, Romania

Yayoi ANZAI, Aoyama Gakuin University, Japan

Guat Poh AW, Nanyang Technological University, Singapore

Hsin-Yi CHANG, National Kaohsiung Normal University, Taiwan
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Djordje M. KADIJEVICH, Mathematical Institute of Serbian Academy of Science and Arts, Serbia
Chia-Pin KAO, Southern Taiwan University of Science and Technology, Taiwan
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GuoYuan SANG, Beijing Normal University, China

Peter Sen Kee SEOW, Nanyang Technological University, Singapore

Rustam SHADIEV, National Cheng Kung University, Taiwan

Ru-Chu SHIH, National Pingtung University of Science and Technology, Taiwan
Niwat SRISAWASDI, Khon Kaen University, Thailand

Daner SUN, Nanyang Technological University, Singapore
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Seng Chee TAN, Nanyang Technological University, Singapore
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Hsiao-Shen WANG, National Taicung University of Education, Taiwan

Jing-Ru WANG, National Pingtung University of Education, Taiwan
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Shu-Ming WANG, Chinese Culture University, Taiwan

Ying WANG, Jiangsu Normal University, China

Chun-Wang WEI, Far East University, Taiwan

Shih-Hsuan WEI, National Taiwan University of Science and Technology, Taiwan
Meichun Lydia WEN, National Changhua University of Education, Taiwan
Angela Foong Lin WONG, Nanyang Technological University, Singapore

Gary K.W. WONG, The Hong Kong Institute of Education, Hong Kong
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Longkai WU, Nanyang Technological University, Singapore

Yau-yeun YEUNG, The Hong Kong Institute of Education, Hong Kong
Shengquan YU, Beijing Normal University, China
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Hsiu-Ping YUEH , National Taiwan University, Taiwan



3. Distinguished Researcher and Young Researcher Leader Awards

APSCE conducts Distinguished Researcher Award (DRA) and Early Career Research Award (ECRA) every
year. DRA recognizes an active APSCE Member who has showed distinguished academic accomplishments
and contributions in the field of Computers in Education. The awardee of DRA must be under 50 at the time of
nomination. Early Career Research Award recognizes an active APSCE Member in the early stages of his or her
career no later than 10 years after receipt of the doctoral degree who has produced international quality research
outputs, and be able to demonstrate ambitious and aspirations consistent with the potential to achieve world-
leading status. The Awards also recognize contributions to APSCE (e.g. related activities to ICCE or SIGs) or
APSCE appointments (e.g. Executive Committee member of APSCE). These awards had been provided every
two years since 2009. Starting from 2014, they are provided every year. The awardees are required to contribute
a paper to RPTEL, the journal of APSCE, within two years of receiving the award.

For the year 2014, APSCE received one nomination for DRA and one nomination for ECRA. Through the
examination of the qualification by the award subcommittee, the two nominees were accepted as a candidate
for each award. As there was only one candidate nominated for each award, the 1st voting step for selecting the
finalist was skipped. In the next selection step, the finalist will need "2/3" votes of agreement from all the EC
members. This is very tough and competitive condition to be a winner.

We are now pleased to announce the award winner of this year’s APSCE DRA: Professor Hiroaki Ogata. There
is no award winner for ECRA.

In the following page, you will find a record of his scholarship and his services to APSCE. The DRA award
winner will receive a Certificate, award money, and will have his/her name publicized on APSCE web site and
on the ICCE proceedings. He will also receive nomination for the Keynote/Theme-Based Speaker for the next
ICCE.

APSCE Award Subcommittee:
Tsukasa Hirashima(Chair),

Chee-Kit Looi,
Riichiro Mizoguchi



2014 APSCE Distinguished Researcher Award Winner

Dr. Hiroaki Ogata, Kyushu University, Japan.

Dr. Ogata is one of the top researchers from the Asia-Pacific region in the
areas of mobile and ubiquitous learning environments (MULE) and
computer supported collaborative learning (CSCL). He has very high
visibility and reputation world-wide for his contributions to these fields.
In his professional research field, he proposed several new concepts of
contextualized and ubiquitous language learning in the authentic world
which have initiated a new research and development direction in the field
of ubiquitous learning.

His outstanding research results have been recognized by the mobile
learning community as he was invited to be the keynote speaker in several
top-tier conferences of mobile learning such as IEEE WMUTE 2008 in
China, Mobile Learning 2009 in Spain, ICET 2009 in Turkey, ICCE 2011
in Malaysia.

The publication record of Dr. Ogata is outstanding with high quality
research publications sustained over a longer period of time, not withstanding that he is still rather young. His
publications include over 60 refereed journal articles, more than 200 international conference papers. Several
Best Paper Awards (JSISE 1998, WebNet 1999, IPSJ 2004, ICALT 2006, CollabTech 2008, ICCE 2008, mLearn
2009 and ICCE 2010) underline the excellence of his work. For more details, please visit
https://sites.google.com/site/hiroakiogata/ and http://scholar.google.com/citations?user=eNbutSKAAAAJ

Dr. Ogata has been involved in a large number of externally funded research projects such as Grant-in-Aid for
Scientific Research from the Ministry of Education (MEXT) and Japan Society for the promotion Science
(JSPS), and also PRESTO from Japan Science and Technology Agency (JST). He has been a member of
numerous international conference committees and international journal editorial boards and has been invited
as guest editor special issues several times. Dr. Ogata organized IEEE WMTE 2005 in Tokushima and has also
provided substantial services to the international research community through organizing a series of
international workshops on MULE and by providing professional discussion forums for young researchers and
PhD students.

Dr. Ogata is currently an executive committee (EC) member of APSCE, and was an EC member of lamLearn
(International Association for Mobile Learning) and SOLAR (Society for Learning Analytics and Research).
Also Dr. Ogata is currently an associate editor of IEEE Transactions on Learning Technologies (SSCI),
RPTEL (Research and Practice in Technology Enhanced Learning Journal) and IJMLO (International Journal of
Mobile and Learning Organization), and an editorial board member of IJCSCL (International Journal
of Computer Supported Collaborative Learning) (SSCI), and SLE (International Journal of Smart Learning
Environments).



4. Keynotes and invited speakers

KEYNOTE SPEAKER 1

Marlene SCARDAMALIA
Institute for Knowledge Innovation & Technology, OISE/University of
Toronto, Canada

Abstract

Iterative idea improvement requires boundless inventiveness. Direct
pursuit of idea improvement as an explicit, guiding principle defines
Knowledge Building/knowledge creation and contrasts sharply with rule-
based processes, scripts, and procedures implicit in most school-based
inquiry and learning activities. Idea improvement as a core principle aligns
education with creative work as conducted in knowledge creating
organizations where work on ill-defined problems fosters emergence of new
competencies and outcomes. Schools, in contrast, tend to favor well-defined
problems with clear end points. In this talk | pursue the Knowledge Building
proposition that principle-based innovation offers a realistic possibility of
achieving results in knowledge creation, in addition to addressing common
standards and what are popularly known as 21st century skills. By going
_ beyond a skills approach a Knowledge Building design community aims to
extend the range of the possible in education. Participants are globally distributed and represent a diverse
network of practitioners, policy makers, researchers, administrators, students, parents, engineers, disciplinary
experts and sponsors--all engaged in iterative, interactive knowledge building. To realize opportunities and
address challenges the approach is systemic; to function as a coherent program, the models, technologies,
assessments, and results serve local needs while evolving to address the needs of a global, research-intensive
design lab and test bed. “Knowledge Building hubs of innovation” will demonstrate yearly, measurable
advances in principled practice and achievement, with international courses and professional development
provided to help achieve this goal. A global open source community will provide essential infrastructure:
technology to foster knowledge creation, to amplify collective achievements, and to provide feedback to
empower individual teachers and students as well as groups as agents in knowledge advancement. Design
research will span elementary to tertiary education, all subject areas, a broad range of socio-economic levels
and sectors, and represent great cultural and linguistic diversity. Resultant data repositories will provide the
world's most valuable resource for studying knowledge creation in education, positioning the Knowledge
Building design community to produce exportable "know-how," meet needs of the public and policy makers,
and contribute significantly to knowledge of what students are capable of as junior members of a knowledge
society.




KEYNOTE SPEAKER 2

Yvonne ROGERS
Interaction Centre, University College London, UK

Abstract

There has been a lot of excitement recently about how new technologies can
transform learning. MOQOCSs, the internet of education and flipped classrooms
are the latest hotly debated ways of changing how students learn in the modern
world. At the same time, a diversity of innovative learning apps has been
developed for tabletops, tablets and phones, supporting new forms of learning —
mobile, collaborative  and situated. New  electronic  toolkits and
programming environments are also emerging intended to introduce new
generations to coding and computation in  creative and engaging
ways. Never before has there been so much opportunity and buzz to
make learning accessible, immersive, interactive, exciting, provocative
and enjoyable.  To  realize thetrue potential of these latest

technological developments, however, requires designing interfaces and apps to not only match learner’s needs
but also to encourage collaboration, mindful engagement, conversational skills and the art of reflection.



KEYNOTE SPEAKER 3

Kurt SQUIRE
Curriculum & Instruction, University of Wisconsin-Madison, USA

Abstract

Digital games have received widespread attention among science educators
for their capacity for raising interest in science, improving identification with
science, introducing inquiry-based learning activities, and produce conceptual
understandings. A perennial challenge for educators is how to design such
games so as to not just work in schools, but also transform educational
practices. This talk highlights research and development from the Games +
Learning + Society Center using games to support learning across a wide
variety of ages and learning domains. It will cover both design principles and
research findings, suggesting how games might contribute to a future of
learning in a digitally connected society.



DISTINGUISHED INVITED SPEAKER

Noriko H. ARAI
National Institute of Informatics, Japan

Abstract
“Todai Robot Project (Can a robot get into the University of Tokyo?)” was
initiated by National Institute of Informatics in 2011 as an Al grand challenge.
The goal of the project is to create an Al system that answers real questions of
university entrance examinations consisting of two parts, the multiple-choice
style national standardized tests and the written test including short essays. The
task naturally requires the development of ground-breaking elemental
technologies in the research areas including natural language processing,
image processing, speech recognition, automated theorem proving, computer
algebra, and computer simulation. At the same time, it requires the
interdisciplinary research synthesis.

In 2013, our software took the mock test of the National Center Test with more
than five thousands students. The result shows that its ability is still far below the average entrants of Tokyo
University. However, it is beyond the mode: it is competent to pass the entrance exams of 400 out of 800 private
universities in Japan. The rapid rise of new Al technologies may affect the labor market negatively in the short
term, and it will demand us to reconstruct our education systems.



THEME-BASED INVITED SPEAKER: TELL (C6)

Yu-Ju LAN
Department of Applied Chinese Language and Culture, National Taiwan
Normal University, Taiwan

Abstract
Social interaction plays an important role in the second language acquisition
(SLA), whereby the learners and the social context in the real world are
connected in an inseparable relationship. In particular, the context-dependent
social interaction is most important to SLA because it provides second
language (L2) learners essential scaffolding for acquiring an L2. Language
learning is actually something that happens both inside the head of the learner
and in the world in which the learner experiences the learning. The
inseparability of external and internal mediation during context-dependent
interaction in sociocultural SLA is in line with the argument of embodied
cognition. That is, virtual immersion environments, such as Second Life (SL,
a multiuser virtual environment), have drawn the attention of cross-disciplined
researchers because they make both avatar-self movement and different immersive interaction between the
learner and the virtual environments possible. This speech will focus on (1) understanding the unique features
of virtual worlds in providing language learners an immersive environment for embodied, social interactions
via learners' avatars; and (2) how those unique features benefit learners' SLA.



THEME-BASED INVITED SPEAKER: ALT(C3)

Yasuhisa Tamura
Dept. Information and Communication Sciences, Sophia University, Japan

Abstract

Paper based traditional learning materials like textbooks, dictionaries and
references are gradually replaced into digital ones all over the world. This trend
is initiated not only by classroom teachers and learning technology researchers,
but also policy makers in various countries. This digitalization of learning
materials will provide more efficient learning activities, less routine works of
teachers, and significant change of special needs education.

Some standardization organizations are trying to establish technical
specification of the digital textbooks. Among them, IDPF (International Digital
Publishing Forum) started to establish EDUPUB specification on October 2013,
which stands on a digital book format of EPUB3. It includes DAISY specification, so it solves various
accessibility issues. However, because a digital book assumes to be read in a stand-alone environment, EPUB3
does not specify communication with another networked server, nor collaboration with another application
program. Also, there are many education specific needs and functions of various stakeholders. EDUPUB
community members are discussing to enhance EPUB3 to support these functions.

With use of these digital materials, platforms like tablet PCs, and network environment, a classroom 10 years
after will be dramatically changed. This change will not only affected by the digitalization, but also new ways
of teaching and learning with use of digital and open materials: active learning, flipped classroom, peer
assessment and so on.




THEME-BASED INVITED SPEAKER: PTP(C7)
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Huang-Yao HONG
National Chengchi University, Taiwan

Abstract

As the demand to help students develop 21st century competencies is
increasing in the knowledge-based society, the ways we used to prepare
prospective teachers and support teacher professional development also
need to be re-examined. To address the 21st century challenge, teachers
need to be more than just efficient knowledge transmitters. They need to
develop capacity to work creatively with knowledge and ideas in order to
advance their teaching beyond best practice. In particular, they need design-
thinking skills to help better integrate various technological, pedagogical
and content knowledge into their instructional and lesson designs for
cultivating 21st century learners. However, while the concept of design
thinking is widely embraced by professional fields (e.g., engineering,

business, and architecture), it is still new to most teachers and to the teaching profession as a whole. In this talk
I will first discuss about the important role of design thinking in teaching, especially, teaching with technology.
Then | will talk about ways to foster pre-service and in-service teachers’ design capacity through innovative
pedagogy such as knowledge building. Finally, some suggestions regarding future direction of developing
design capacity in the field of teacher education and development will be made.



SPECIAL INVITED SPEAKER

Using Technology as Scaffolding for Teaching Critical Thinking in the
Classroom

Miguel NUSSBAUM
The Computer Science Department of the School of Engineering of
Pontificia Universidad Catolica de Chile

Abstract

Critical thinking has become a key requirement for any list of essential 21st
Century skills. The ability to think critically often determines one’s level of
personal development, career success and even effective participation within
a community. The central problem that we address is how to operationalize
critical thinking for its proper use in the classroom. We propose using
technology to provide appropriate scaffolding for promoting critical thinking,
helping learners to engage with their cognitive articulation and the reflective process. The scaffolding is based
on the skills defined by the Delphi Report and integrates concepts of transferability and metacognition. We
exemplify this with activities implemented in the classroom for third grade math and language arts, as well as
high school science.




5. Panels

PANEL 1

Can or should learning be seamless most of the time? The flip side of Mobile
Seamless Learning ...

MODERAT
OR

Seamless learning is a notion that emphasizes the continuity and bridging of learning across a
combination of locations, times, technologies and social settings (such as formal and informal
learning, individual and group learning, and learning in physical and digital realms). Earlier
work on seamless learning has focused on developing ICT-based solutions (in particular, in 1:1
or one-mobile-device-per-student settings) and teacher-facilitated pedagogies, particularly
leveraging mobile technology, to enable and enhance learners’ ability in switching quickly from
one learning activity to another.

Therefore, seamless learning had been perceived as a special form of mobile and ubiquitous
learning. Recent studies have also ventured into supporting one’s learning journeys and
enculturating learners in the self-directed disposition of seamless learning that may spans a
person’s life transitions. Thus, a new perspective of seeing seamless learning as a learning
notion on its own right (with mobile and cloud computing as possible technological tools to
support it) has been developed.

As an evolving area of research and practice, the landscape of seamless learning will
continue to be shaped and reshaped by academics and practitioners. This panel will gather
scholars from various countries to explore the provocative questions of should learning be
seamless all the time, and how far we are we in understanding and designing for seamless
learning — with the support of mobile technologies. Is there a flip side to too much focus on
seamless learning? Should learning be continuous and technology supported all the time? What
do we mean by continuous?

Implications to the advancements of seamless learning based on the explorations to these
questions will then be elicited, thus promoting a dialogue among the panellists and the audience
on the future directions of seamless learning.”

Lung-Hsiang WONG, Nanyang Technological University, Singapore



PANELISTS

Gwo-Jen HWANG, National Taiwan University of Science and Technology,
Taiwan

Jari LARU, University of Oulu, Finland

Chee-Kit LOOI, Nanyang Technological University, Singapore

Marcelo MILRAD, Linneaus University, Sweden

Hiroaki OGATA, Kyushu University, Japan

Hyo-Jeong SO, Pohang University of Science and Technology, South Korea
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PANEL 2

Innovative Programs and National Policy of ICT in Education in the Asia-Pacific Region:
Looking Back and Moving Forward

CHAIR

PANELISTS

There has been a rapid growth in the use of ICT in education in the Asia-Pacific region in recent
years. Various parties, including academics, governments, non-profit organizations, the private
sector and teaching groups in many parts of the Asia-Pacific are currently investing
considerable efforts and financial resources in support of large-scale innovative programs, and
the planning of master plans and policies for the scalable and sustainable integration of ICT in
education. However, the different cultural and socio-economic backgrounds of these areas may
require different rationales, goals, foci, programs and policies with regard to this.

Nine senior academic researchers situated in the Asia-Pacific region (including Hong Kong,
Taiwan, Singapore, Japan, Malaysia, Indonesia and India) will serve as panelists to share details
of innovative programs, policies and regulations with regard to ICT in K-12 and tertiary
education in their respective countries and regions, and provide insights based on their
experiences and the implications of these.

The panel will conclude with an open discussion that invites researchers, policy-makers,
practitioners and graduate students to exchange ideas on the forming, implementation and
evaluation of innovative programs and policies for the greater use of ICT in education in a
scalable and sustainable manner, and to share professional insights into the future directions of
ICT in education, both in the Asia-Pacific region and beyond.

Fu-Yun YU, National Cheng Kung University, Taiwan

Tak-Wai CHAN, National Central University, Taiwan

Hirashima TSUKASA, Hiroshima University, Japan

Ronghuai HUANG, Beijing Normal University, China

Sridhar IYER, Indian Institute of Technology Bombay, India

Siu Cheung KONG, The Hong Kong Institute of Education, Hong Kong

Chee Kit LOOI, Nanyang Technological University, Singapore

Hiroaki OGATA, Kyushu University, Japan

Gunawan SURYOPUTRO, University of Muhammadiytah Prof. Dr. HAMKA, Indonesia
Lung Hsiang WONG, Nanyang Technological University, Singapore

Su Luan WONG, Universiti Putra Malaysia, Malaysia



6. Interactive Event

Eventl  Let’stry SCROLL (ubiquitous learning log system) for seamless learning analytics

In this event, we will demonstrate a ubiquitous learning log system called SCROLL (System for
Capturing and Reminding of Learning Log). Ubiquitous Learning Log (ULL) is defined as a digital
record of what learners have learned in the daily life using ubiquitous technologies. It allows
learners to log their learning experiences with photos, audios, videos, location, and sensor data, and
to share and to reuse ULL with others. Also the organizers will discuss how we can use SCROLL in
the participants’ courses for seamless and flipped learning, collaborative learning, and learning
analytics. So the participants should bring their own notebook PC, smartphones, or tablets to try the
SCROLL system.

EVENT ORGANIZER

Hiroaki OGATA, Kyushu University, Japan
Kousuke MOURI, Kyushu University, Japan
Songran LIU, Tokushima University, Japan
Noriko UOSAKI, Osaka University, Japan

Event2  Active Learning Practicum for Trust Building in Team-Based Learning with Empathy

This event is to make participants submerged into the first-hand win-win approach for the advanced
communication for trust building as well as consensus building in terms of empathy in the team-
based learning (henceforth, TBL), which is based on the concept of social constructivism with
heads-on and hands-on practices. In the team based learning, it is usually disregarded or overlooked
that the essence of TBL is fundamentally initiated from the trust building. Thus, the TBL would end
up with failure.

This practicum will draw the audience to the importance of the trust building that will lead to the
success of the consensus building. Throughout the course, thinking tools (Smartphone APPSs) for
visualization will be introduced to activate team discussion.

The target audience for this event is undergraduate students through the junior faculty members,
who are interested in the learning effectiveness in TBL

EVENT ORGANIZER
Tosh YAMAMOTO, Kanasai University
Maki OKUNUKI, Kansai University, Kobe Shinwa Women’s University
Chiaki IWASAKI
Tagami MASANORI
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Extended Abstract
Critical Thinking Skills

Critical thinking has become a key requirement for any list of essential 21% Century skills
(Griffin, McGaw & Care, 2012; Greenhill, 2009). The ability to think critically often determines one’s
level of personal development, career success and even effective participation within a community
(Nussbaum, 2006). In the words of Marques (2012), critical thinking has become a prerequisite for
survival. The shift towards experience-based learning has left little room for reflection. Prensky (2001)
acknowledges that the most interesting challenge of teaching digital natives is to find ways to include
critical thinking in their learning.

There is a considerable amount of literature on critical thinking (Kennedy, Fisher & Ennis,
1991; Pithers & Soden, 2000; Lai, 2011; Dwyer, 2014). However, this has lead the concept to become
dispersed, with a number of views that fail to converge. There is also no view put forward on how to
operationalize critical thinking in the classroom. In order to do so, integrated processes for transference
and assessment are required (Halpern, 2003).

Therefore, the central problem that we address is how to operationalize critical thinking for its
proper use in the classroom.

Not all mental events can be considered as critical thinking. One way to conceptualize critical
thinking has been to define it in relation to higher-order thinking skills, such as analyzing, interpreting
and explaining (Dwyer, 2014). In an attempt to homogenize critical thinking, Facione (1990) defines it
as "purposeful, self-regulatory judgment which results in interpretation, analysis, evaluation, and
inference, as well as explanation of the evidential, conceptual, methodological, criteriological, or
contextual considerations upon which that judgment is based". It is important to note that this definition
includes precisely those skills which experts consider as being fundamental to any critical process.

Transference between domains is one of the greatest challenges faced when implementing
critical thinking in education (Halpern, 1998). Whoever learns a skill must be capable of using it in
contexts other than the one in which it was originally learned (Housen, 2012). Transference demands
that any concept of critical thinking find a balance between the generalization of the skills involved and
the learning of these skills in specific contexts (Facione, 1990).

Van Gelder (2005) suggests that the difficulty of transference with critical thinking stems
precisely from its generalized nature. The fact that critical thinking skills can be applied to such varied
domains, contents and contexts means that there is a very good chance of not applying the correct
principle. He therefore recommends teaching explicit procedures for each domain and making these
general enough to transfer across domains. In order to do so, he refers to Halpern’s (2003) model for
teaching critical thinking. As well as meeting the above requirements, Halpern’s model also includes
metacognitive monitoring. By monitoring the thought process, the quality of this process improves, i.e.
the correct procedures are applied to the appropriate contexts. This is achieved by distinguishing
between mechanical application of the rules and inferential comprehension, by which we mean
identifying the inferential relationships between the elements of an activity (Mulnix, 2012).

Scaffolding model

We propose using technology to provide a scaffolded framework for teaching critical thinking
in the classroom. Providing appropriate scaffolding is fundamental for promoting critical thinking (Kim



et al., 2013), while technological support helps learners engage with their cognitive articulation and the
reflective process (Lajoie et al., 2001). The scaffolding is designed to support the assessment and
teaching of critical thinking in the classroom. Furthermore, it also aims to allow students to exercise the
skills explicitly (Halpern, 2003) and help the teacher monitor how the skills are learned.

A learning environment must support active engagement in the learning process (Dawson,
2000); provide adequate scaffolding and opportunities for practice (Macknish, 2011); and engage
students in higher-order thinking tasks such as questioning, analysis, synthesis, and evaluation through
instructional strategies such as small-group activities, simulations, and case studies (Meyers & Jones,
1993).

The scaffolding is based on the skills defined by the Delphi Report (Facione, 1990), and
integrates the concepts of transferability and metacognition (Halpern, 2003). The proposed model
consists of sequential scaffolding for solving problems, in which learners elaborate thoughts
(interpretation), explain results (explanation), evaluate solutions (metacognition), explore and clarify
inconsistencies and knowledge gaps (analysis and inference), and thus benefit from the cognitive
restructuring that underpins cognitive change (Garside, 1996). The sequence consecutively intersperses
higher-order thinking skills (analysis, interpretation and inference) with the metacognitive process
(evaluation and self-assessment), produced by explicitly forming arguments based on questions about
the problem solving process itself.

As an example of such a sequence, we can use the case of teaching problem solving for division
in 3" grade. The activity begins by posing the problem, in this case: “I have six bananas and 3 boxes. If
I divide them equally, how many bananas would be in each box?”. In order to put into practice the first
step in the sequence, i.e., interpreting, the student must graphically depict the number of elements
needed to solve this problem, in this case 6 bananas and 3 boxes. Once the problem has been interpreted,
and in order to explicitly practice the skill of evaluating, an erroneous interpretation of the problem is
then presented. For this particular exercise, an uneven distribution of bananas in each box is shown.
This step can only be completed if the student is able to identify the mistake and explain it explicitly by
forming an argument, thus showing they are capable of metacognitive monitoring. The following step is
to solve the problem by correcting the mistake, where the student must apply the skills of analyzing and
inferring. The solution to the problem is then interpreted, again putting into practice the skills of
interpreting and evaluating. In order to do so, the student is shown an incorrect interpretation of the
operation that was carried out. In this case, the erroneous interpretation would be: “We can summarize
this operation as follows: 6:3 = 3”. The student must first identify the mistake, then explain and correct
it. In each step, if the student makes a mistake, immediate feedback is given so that they can reflect upon
their error and make the necessary corrections.

It is worth noting that this process requires a high level of interaction with the activity from the
student. Technology therefore plays a vital role in the proposed problem solving process. This
technological support also allows each student to advance at their own pace according to the difficulties
they face, as well as making them pass through every step. Furthermore, appropriate feedback is given
at each step depending on the student’s performance. By doing so, the teacher can focus on monitoring
the activity and helping those students who struggle the most.

Conclusion

We have proposed a scaffolded framework for teaching critical thinking using a sequence for
solving problems where both higher-order thinking skills and the metacognitive process are practiced
explicitly. This proposal is far from being a recipe for solving problems; by requiring a metacognitive
process at each step the students are constantly forced to reflect, making it difficult for the process to
become mechanical. This therefore allows the process to be generalized and applied to different
domains.
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Abstract: In this paper, we describe a prototype of web-based intelligent handwriting education
system for autonomous learning of Bengali characters. Bengali language is used by more than
211 million people of India and Bangladesh. Due to the socio-economical limitation, all of the
population does not have the chance to go to school. This research project was aimed to develop
an intelligent Bengali handwriting education system. As an intelligent tutor, the system can
automatically check the handwriting errors, such as stroke production errors, stroke sequence
errors, stroke relationship errors and immediately provide a feedback to the students to correct
themselves. Our proposed system can be accessed from smartphone or iPhone that allows
students to do practice their Bengali handwriting at anytime and anywhere. Bengali is a
multi-stroke input characters with extremely long cursive shaped where it has stroke order
variability and stroke direction variability. Due to this structural limitation, recognition speed is
a crucial issue to apply traditional online handwriting recognition algorithm for Bengali
language learning. In this work, we have adopted hierarchical recognition approach to improve
the recognition speed that makes our system adaptable for web-based language learning. We
applied writing speed free recognition methodology together with hierarchical recognition
algorithm. It ensured the learning of all aged population, especially for children and older
national. The experimental results showed that our proposed hierarchical recognition algorithm
can provide higher accuracy than traditional multi-stroke recognition algorithm with more
writing variability.

Keywords: Intelligent handwriting education system, Hierarchical recognition, Handwriting
errors, Automatic stroke error detection, Modified Dynamic Programing Matching (DPM), JSP
(JavaServer Page), WWW client-server interface.

1. Introduction
1.1 Motivation and our contribution

Literacy in Bangladesh is a key for socio-economic progress, and the Bengali literacy rate grew to 55%
in 2010 from 5.6% at the end of British rule in 1947. Despite government programs, the literacy rate
was improved very sluggishly (only about 10 times within 60 years) [1]. Because of socio-economical
limitation, all of the population, especially children and older national, do not have the chance to go to
school. Although government has various educational activities, the number of school was not adequate
yet. Considering this educational background, traditional handwriting teaching system is not enough to
improve the Bengali literacy rate at 100%. Because, in the traditional handwriting teaching system, the
teacher must write a Bengali character on the blackboard and the students should rewrite the
handwritten character on their copy books. After that, the teacher tries to check the handwriting errors in
the student’s notebooks and provides a feedback in the next time, because it’s impossible for a teacher
to verify and check every student’s handwriting in the limited time of the lesson. This system can be
successfully acquired only though practice regularly and for long periods. In this context, Z. Hu et al.
[2] define three drawbacks of the traditional education, such as time-consumption, faultiness,
teacher-oriented. In addition, these techniques have many more drawbacks in aspects of
socio-economical view point. It motivated us to develop web-based intelligent handwriting education
system for autonomous learning of Bengali characters. The learning process becomes much more



effective, if the handwritten character is checked just after the students have finished their handwriting.
On the other hand, the students can learn without the teacher supervision and they can correct the
committed errors. Also, the students can repeat the same exercise several times to speed up the learning
process. In this research project, we are aiming to develop a web-based (iPhone/smartphone or
computer browser) intelligent handwriting education system that can ensure the learning of Bengali
characters for those population, especially children or older national, who do not have chance to go to
school. Thus, 100% literacy improvement can be established within a very short period. To the best of
our knowledge, this is a pioneering attempt for the development of web-based intelligent handwriting
education system to improve Bengali literacy.

Bengali is a multi-stroke input characters with extremely long cursive shaped where it has
stroke order variability and stroke direction variability. The difficulty in online recognition of
handwritten Bengali characters arises from the facts that this is a moderately large symbol set, shapes
are extremely cursive even when written separately. In addition, there exist quite a few group of almost
similar shape characters in their handwritten format. Fundamentally, multi-stroke recognition algorithm
results very slow recognition speed in case of long cursive characters. For the structural limitation of
Bengali characters, existing multi-stroke recognition algorithm is not applicable for the development of
Bengali handwriting education system, because it needs to provide the real-time students feedback. To
address this problem, we have developed hierarchical online recognition algorithm to improve the
recognition speed with considerably higher accuracy. It makes our system adaptable for web-based
language learning and ensured immediate feedback about student’s handwriting errors. In this
hierarchical online recognition algorithm, we applied a series of matching filters to reduce a small
number of candidates characters for final dynamic programming matching (DPM) where local features
(angular feature) are used to guide DPM. Then character with low matching cost is selected as
recognition results. Finally, it returns the recognition results. Using the structural information stored in
a predefined structural dictionary, our algorithm can identify the handwriting errors automatically and
feedback to students together with recognition results. Here, we have modified the traditional DPM
algorithm that allows writing speed free variability and improve the recognition accuracy.

1.2 Related Background

In recent years, several research efforts have been done on e-learning system [3, 4] which aims to guide
students to get more useful advice in their autonomous learning. They had developed an intelligence tutoring
learning method to provide autonomous learning environment to the students. With the development of
pen-based devices, it is now possible to apply e-learning techniques to handwriting education. Several
handwriting education systems have been provided for different languages such as: Chinese, Latin and
Avrabic. It can be organized on three categories: read only systems, guided ones and systems with automatic
errors detection. In case of Chinese handwriting education systems, the work proposed in [5] can find both
the stroke production error and stroke sequence error but they did not consider the spatial relationship errors.

To develop a web-based handwriting education system for learning of handwritten Bengali
characters, we need to develop an online recognition algorithm for cursive Bengali characters. Extensive
research on cursive handwriting recognition has been done during the last few decades for different
languages. However, there has not been much work on handwriting recognition of Indian scripts.
Particularly, there have very few attempts for the recognition of online Bengali handwritten characters [6, 7].
But both of these two approaches are not applicable for the development of web-based handwriting
education system, because of slow recognition speed. In our proposed education system, we have developed
efficient hierarchical online recognition algorithm to speed up our system. Here, the student can practice
their writing on the digital tablet accessed from both of iPhone/smartphone or computer browser. Then, our
recognition engine can analysis the student’s handwriting input and checks the handwriting errors to provide
useful feedbacks.

2 Bengali Handwriting Education System

2.1 Handwritten Bengali Character Set

Bengali is official language/script of Bangladesh and used by 211 million people of India and
Bangladesh. It is also second most popular language/script in India and fifth most popular language in



the world. Bengali, like other major Indian characters, is a mixture of syllabic and alphabetic scripts. It
came from the ancient Indian script, Brahmi. The concept of upper/lower case is absent here and the
direction of writing policy is left to right. Examples of Bengali characters are shown in Table 1. Bengali
language consists of 50 basic characters including 11 vowels and 39 consonants. Most of the characters
in Bengali language have a horizontal line at the upper part. We call this line as head-line or matra.
Vowels have their modified shapes called vowel modifiers (VM). In Bengali script a vowel following a
consonant takes a modified shape. Depending on the vowel, its modified shape is placed at the left, right
(or both) or bottom of the consonant. These modified shapes are called modified or syllabic characters.
In Bengali, there have 10 vowel modifiers which are joined with 35 of consonants and make 350
modified syllabic Bengali characters. On the other hand, several consonants or a vowel in conjunction
with a consonant form a large number of possible different shapes, called compound characters.
However, in the present day Bengali text, the occurrence of compound characters is less than 5% and
the rest is only basic characters and vowel modifiers. So, our proposed autonomous learning system is
focused on the learning and recognition of Bengali basic characters.

Table 1: Different shape of Bengali Characters

Type Characters Number

Vowels 3(a) SM(aa) (i) HA(ii) S(u) S(uu) A(ri) ae) P(ai) 8(o) J(au) 11

F(ka) A(kha) ST(ga) H(gha) ®(nga) T(ca) %=(cha) Si(ja) F(jha)
B(nya) Bl(tta) é’(ttha) G(da) G(dha) <(na) ©(ta) ¥(tha) w(da) 50
Consonants | H(dha) d(na) *(pa) % (pha) J(ba) ®(bha) JA(ma) J(ya) F(ra) <(la) 39
*(sha) F(ssa) S(sa) Z(ha) T(rra) B(rha) F(yya) $( khandata)

<g( visarga) <&(anus -vara) <( chad)

2.2 System Architecture

of free handwriting mode, writing will be done on

a blank area, figure 2(b). The guided writing mode
m is one of the first levels of education designed for

Virtual Teacher

(Recognition
e the children’s who are in the early stages of
. learning. This tool displays a transparent image
b bt | | andwiting 1put | | Handersing tape 2 onto the digital web interface comprising this
[ £ & handwriting template, figure 2(a). Then, the user
1) = 8 s invited to follow this image to replicate the
Hierarchical Recognition g 5 pattern of script. After student submits their
Algorithm oY% .- . .
1 s §ample characte_r,_ handwriting input was reC(_alved
Handwriting Analysis T2 In our recognition server (saying as virtual
& Error Detection %< teacher) through WWW client-server interface.
1 Then, by matching the handwriting template and
User Feedback the handwriting input, the recognition of the

inputted character will be carried out. Finally, the
automatic stroke error detection can immediately
locate the student’s handwriting errors and
provide an immediate feedback to the student
about the location of the error; their type and how
to correct them (table 2 and table 3). The details of
the automatic stroke error detection will be
described in the following section.

We have developed a digital web interface
that can access from both of iPhone/smartphone or
computer browser. Figure 2 shows the snapshot of
our web-based digital interface. It has three fields:

Figure 1: The architecture of the proposed
Bengali Handwriting Education System

Figure 1 represents the operational flow of our
proposed Bengali handwriting education system
for autonomous learning. The proposed system is
composed of two modules: the guided writing
mode and the free writing one. The architecture of
the system is detailed in figure 1. As shown in
figure 1, students have the choice to practice the
guided handwriting mode or the free one. In case



(1) Handwriting character input field, (2)
Recognized character output field, and (3)
Options buttons field. While the users write
Bengali characters with an input device (e.g., pen,
mouse, finger etc.) on the character input field.

and sent to recognition server. Those data stored at
the database, later we used it to evaluate our
proposed education system. Once the interface
gets the recognition result from the server, result is
displayed at the character output field with system

Then, our digital web interface gets the
corresponding stroke data (sequence of points)

font including student’s error feedback.

(@) (b)

Figure 2: Digital web interface for Bengali handwriting education System that can be accessed
from both of iPhone/smartphone or computer browser: (a) Guided handwriting mode (b)
Free handwriting mode.

2.3 Automatic Stroke error detection & Stroke Feedback

2.3.1 Student Feedback for Autonomous Learning

In our Bengali handwriting education system, we have developed an automatic stroke error detection
methodology. It aims to identify the handwriting errors in student’s handwriting and provide immediate
feedback. We classified the handwriting errors as stroke production error and stroke relationship error
and stroke order error. Stroke production error consists of reverse stroke direction, split stroke and
merge stroke errors etc. On the other hand, stroke relationship error is the error where students write the
stroke with extra length and the stroke order error is the error of wrong stroke sequence.

Our automatic stroke error detection engine identifies the student’s handwriting error and
provides feedback to correct them. This error detection methodology was implemented using JSSON:
JavaScript Object Notation technology, see in figure 5. In this methodology, we marked erroneous
strokes using different color models depend on the student’s handwriting errors as shown in table 2 and
3. The notation of “{""r"":[“aT"", “score'], "'d"":[1,-2,3], "'c"":[“black”,”red”,”black”]}” is an example
to clarify our proposed JSON technique. Here, we marked the reverse direction input stroke for
character 9l[a] by the red color. In this notation, “r” stands for the recognized character and its
recognition score, “d” represents the stroke orders, and “c” is the color combination to mark the
reversely inputted stroke. While the students write any stroke with reverse direction then our system

Table 2: Bengali handwriting error and idea of student’s feedback

# | Error Category Error Details Color Marked Feedback
a | Correct handwriting Correct Stroke Black
b | Stroke production errors Reverse direction Red
Split/broken stroke
c | Stroke relationship error Stroke with extra length | Blue
d | Stroke order error Wrong Stroke Sequence | Brown




Table 3: Examples of handwriting error patterns of Bengali characters: (a) Stroke production error. (b)

Stroke relationship error. (c) Stroke order error. (Numeric symbols means stroke no. and its start point)

# | Student’s Error Error Type # | Student’s Error Error Type
Feedback Feedback
1 Reverse stroke 3 Stroke with
direction extra length
(Red) (Blue)
2 4

Split stroke Wrong stroke
order (Brown)

detect it and feedback with appropriate color marking. In this case, the second stroke was marked as red
color. Thus, our proposed education system feedback student’s error using different color models
depend on their handwriting errors as shown in table 2 and 3.

2.3.2 Automatic stroke error detection: How does it work

In our web-based intelligent handwriting education system, we developed predefined structural
dictionary based on the structural information of Bengali characters. Table 4 is the snapshot of
structural dictionary for a single Bengali characters 3[a]. Based on this information, our recognition
engine can successfully recognize the handwriting errors of Bengali characters and then feedback to
students with necessary color marking.

Table 4: Snapshot of our predefined structural dictionary

#Unicode Char. Index Positional Condition Stroke order Comments
0985 0000 S 0 | y2-b1! y2-j1! a3-x2! [123 [#Correct

0985 0000 S 1 | y1-b3! y1-j3! a2-x1! [231 [#Order errors
0985 0000 9 2 | y1-b2! y1-j2! a3-x1! [213 |#QOrder errors
0985 0000 S 3 | y1-b2! y1-j2! a3-x1! [132 [#Order errors
0985 0000 o)) 4 | y2-b1! y2-j1! a3-x2! |1-23 |#Reverse error

In table 4, (x, y) and (i, j) with corresponding stroke number represents the starting and ending
point of input stroke respectively. (a, b) is the central point and calculated as a=(x+i)/2; b=(y+j)/2. For
example, (x1, y1), (i1, j1) and (al, bl) represents the starting, ending and central point of first stroke.
Similarly, the (x2, y2), (i2, j2), (al, b2) and (x3, y3), (i3, j3), (a3, b3) represent the starting, ending and
central point of second and third stroke. In this structural dictionary, single template character was
presented with multiple structural patterns depend on its probable handwriting errors [8]. For example,
the Bengali character S[a] has 5 structural patterns considering its probable error case. Here, the third
column, index is used to identify the handwriting error pattern of corresponding student’s input. The
fourth column, positional condition is used to locate stroke relationship error and provide correct
recognition output together with necessary error feedback. Finally, the fifth column, stroke order is used
to identify which stroke sequence was inputted and then provides colorful feedback to students about
their wrong stroke sequence. Also, it identifies the reverse stroke direction errors by checking the
negative value in stroke order column (5" column in Table 4). The all of this error detection mechanism
will be discussed as below:

In our online handwriting recognition engine, we used client-server interface to extract the
feature points and relevant structural information as (x, y) coordinates along the trajectory of the input
device (e.g., pen, mouse, finger etc.) onto the digital web interface. Then, we convert it to angular



feature and match those angles with the angular features of preselected template characters and obtain a
matching distance between them. In our system, each template character has its different structural
patterns (index 0~4, as shown in table 4). Finally, it selects the optimal distance as the recognition
results. Below is the mathematical notation:

k =argmin{d, }
keK
K = Total number of template characters
k = Student’s sample character
di= Angular distance between sample characters and template characters considering multiple
structural patterns of each template.
Ok = Stroke order patterns

As discussed above, the character with optimal dx is selected as recognition result and thus the
corresponding index number can easily be identified. After the identification of index number, the
relevant stroke order, Ok can also be located from the column 5 in table 4. Then we return the feedback
to students about their writing mistake by marking the wrong strokes with brown color.

If the identified stroke order Ok has any negative value then our recognition engine can detect
that the student has inputted a stroke with reverse direction. Then it returns feedback to students by
marking the reverse strokes with red color. After the identification of reverse stroke direction, our
recognition algorithm reverses the angular feature of corresponding template characters and matches
with sample characters. In our system, angular feature of original template characters is stored into an
array t[]. After the detection of reverse stroke direction, our algorithm automatically converted angular
feature of original template characters using a common angular conversion rule (180> —angle) and
stored into an array r[]. Then we match the student’s input stroke with corresponding reversed stroke of
template characters. Thus, our recognition engine can successfully accept the reverse stroke input and
provide students the correct recognition result.

In table 4, the fourth column is used to identify the stroke relationship errors, such as Stroke
with extra length. In case of Bengali characters 9[a], the second stroke position is bottom of the first

stroke. In correct recognition case, it satisfies the condition of y2>b1 (y2-b1! in 4™ column) where y2 is
the start point of second stroke and b1 is the central point of first stroke. From the student input stroke
data, our automatic error detection engine can judge that whether y2>b1l or not. If y2>bl then
handwriting was correct otherwise there have a stroke relationship error and then feedback to the
students by marking the inputted stroke with blue color. In this way, our proposed intelligent
handwriting education system can successfully provide the error feedback together with recognition
output.

2.4 Recognition Methodology

In our bengali handwriting education system, a web-based handwriting client-server interface technique
has been used for character recognition and student’s feedback. We have designed the proposed system
with the following distinctive features: (1) it is a web-based system developed by Java web application
technology and works on WWW client browser (PC or iPhone/Smart phone browser) (2) Easy character
input environment is provided according to use of rich editing functions and the input device (e.g., pen,
mouse, finger etc.) (3) HTMLS5 canvas technology was used to detect and draw user input (4) Apache
tomcat web server and PostgreSQL database was used for system implementation (5) Consecutive
handwriting and recognition is possible (6) immediate student feedback.

Figure 3 shows the handwriting recognition architecture that contains both of web-based
handwriting interface and character recognition servers. Handwriting interface was developed by JSP
and runs on WWW client, such as PC browser or iPhone/Smartphone browser. On the other hand, JSP
based character recognition engine works on Apache tomcat web server (Linux server). While the
students write Bengali characters with an input device (e.g., pen, mouse, finger etc.) on the character
input field. Then, our digital web interface gets the corresponding stroke data as (X, y) coordinates and
sent to the character recognition server. After that, the recognition engine converts the student’s stroke
data into angular feature in feature extraction stage, see in right side of figure 3. After applying
smoothing to those extracted angular feature, our algorithm entered into hierarchical filtering stage. In



this stage, we have applied a series of filters in a hierarchical manner to reduce the search space of final
DP matching. The first filter performs coarse classification on a large number of candidates based on
the high level features of stroke patterns, such as stroke number. It reduces the candidate character
models. Then the second filter performs structural preselection among the resulted samples of filter 1,
based on the structural information of Bengali characters stored in our predefined structural dictionary
(table 4). Again, it reduces to a small number of candidates for final DP matching. In the final matching
stage, low-level features (angular feature) are used to guide a dynamic programming matching
algorithm. In this stage, it calculates distance between input strokes and template strokes of each
preselected characters by using our modified DPM. The character with optimal distance is selected as
recognition result. After that, our recognition engine returns k top ranked characters as recognition
results to client side browser. Then, it displayed the results into recognized character output field of our
digital web interface.

Figure 3: Handwriting recognition architecture for Bengali handwritten education system
2.4.1 Modified Dynamic Programming for writing speed-free recognition

In this section we explained about our proposed modified dynamic programming algorithm that support
writing speed free recognition. In our proposed system, the recognition scheme is carried out using
dynamic programming concept which is modified by accepting different length of input feature points
to support writing speed free recognition. According to dynamic programming matching algorithm,
handwritten input pattern is matched with template patterns by calculating optimal matching cost, also
known as character distance [9, 10, and 11]. In our recognition scheme, the term character distance
stands for the angular difference between input stroke’s angles and corresponding template stroke’s
angles. Then the character with optimal distance is selected as our recognition output and return back to
students with necessary feedback. The mathematical notation for DP matching is explained as follows.

To match handwritten input character with the template characters, we calculate character
distance, Dy for corresponding template pattern k. A normalize distance Dy for the candidate character k
can be calculated as follows,

Where, L is the number of total input strokes, k is the candidate template characters, and I is the
number of handwritten strokes. The candidate character with smallest Dy is selected as the recognition
result for current handwritten input character. The stroke distance for each template character can be
calculated using dynamic programming matching technique as follows,

Gy = 8000 e 3)

I +Jy
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Where, g(li , Ju) represents the DPM distance between input feature vector I, and ki template
feature vector Jq for corresponding stroke 1. The following recurrence relation is used to find the DPM
distance between two sequences,

initially,

. 0 (i=0,j,=0)
a(i, ju) Z{ (other) N
recursivelly,

Ol ju —Drd( jo) | e
g(i, jy)=min 3 g(i-1 j)+d(, jg)
g(i—1 jy —D+2d(, jy)

Where, g (1, Ju) is the cumulative distance up to the current template character, d(i, ju) is local
cost for measuring the dissimilarity between i and ju™ point of two sequences.

(a) (b)
Figure 4: Dynamic programming matching: (a) illustration of wrapping path for the 2" stroke of
Bengali character G[da] (b) Calculation of local distance also known as dissimilarity between two

strokes sequences of input and template.

Figure 4 represents illustration of wrapping path for DP matching and dissimilarity measurement
between two strokes sequence. Here, xqi represents the student’s input stroke angles and ry; represents
the template stroke angles. The local distance as well as dissimilarity between the two stroke sequences
can be measured as below:

a3 )_{ [Xui =i {-180° <x —fi[ <180} (5)
) =
180° —[Xy — i {|Xi —Tai| < —180°} or{180° <|[X; — rigi [}

To establish writing speed free recognition, we modified the traditional dynamic programming
algorithm. As we explained in previous section, our handwriting digital web interface extracts the user
stroke data (feature points) and sent to our recognition server. Fundamentally, the number of extracted
feature points is inversely proportional to student’s handwriting speed. Slow writing speed provides
large number of feature points, and oppositely fast writing has small number of feature points.

1

Number of input stroke data oo — (6)
Students handwriting speed e

As in equation 5, local cost as well as dissimilarity measurement between i and ju™ point of
two sequences can be calculated by d(1, Ju) where | is the number of input stroke and Jx is the number of
k™" template stroke. For slow handwriting case, | may greater than or equal to 2*J. Oppositely in case of
fast handwriting, Ju may greater than or equal to 2*1. In this condition, the calculation of local stroke
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distance, dissimilarity measurement d(l, Ju) (in equation 5) may fail due to the adaptability problem of
adjustment window size in DPM algorithm. To avoid this problem, we modified the existing DPM to
accept the input strokes data of any length wherever it greater or smaller than two times of
corresponding template stroke’s length. By using the following settings of adaptive adjustment window
size as equation 6, our modified DPM can accept any length of handwriting input. Here, W represents
the adjustment window size. From the experimental analysis, we found the optimal value of W=18, that
makes our system highly adaptable to recognize rough handwriting characters.

1<i< I,,max{l,ixj%—W}S Ju Smin{Jkl’iXJ%_W}

In practical, our intelligent Bengali handwriting education system was developed to improve
the Bengali literacy rate by considering both of children and older students. Basically, children have
slow handwriting speed and aged people have fast handwriting speed. By the above modification, our
recognition engine can accept both of input patterns from children and older people. In this way, we can
successfully implement the writers’ independent recognition algorithm for our web-based Bengali
handwriting education system. By using this writing speed free recognition technique, the accuracy was
improved considerably. In next section, we evaluate our proposed system using a rich Bengali
handwritten character database.

3 Experimental Results

For our experiment, handwritten
patterns were collected from 24
Bengali native writers of different

Table 5: The Experiment Results

|
Schemel: Modified Dynamic Programing Algorithm
Scheme2: Traditional Dynamic Programing Algorithm

groups with respect to age, education

. iti 2
and gender, where each has written | ~ocogaition | No.of ~ ) Topl | Top2 | Top3 | Speed
. Scheme Database | (%) (%) (%) (ms/char)

almost 10 times of every character
sample. There are 50 basic characters Schemel 12500 87% | 929 | 950 | 40ms
in Bengali and therefore the proposed
system has been evaluated by using

. . Scheme? 880ms
12,500 handwritten online character 12500 78% | 80% | 83%

samples. We study the performance
of proposed web-based intelligent handwriting education system by the three criteria: average
recognition accuracy, average recognition speed, and automatic error detection capability.

Average recognition accuracy can be calculated by dividing the number of correctly recognized
test patterns with the total number of test patterns. Average recognition speed is calculated by dividing
the total recognition time with number of recognized test patterns and its unit is characters per
millisecond (ms). Average recognition accuracy is given up to top 3 choices. In this experiment, we
used two different recognition schemes, Schemel and Scheme2, writing speed free modified DPM was
used for final matching stage in Schemel whereas traditional DPM was applied in Scheme2. Table 5
gives the experimental results of our proposed system. We noticed that Schemel achieved the highest
recognition accuracy for every top choice; particularly it achieved 95% accuracy considering Top3
choice. Moreover, the recognition time for Schemel is about 22 times lower than that of Scheme2.
These facts ensured that proposed hierarchical recognition with modified DPM reduced the inherent
computational complexity and speed up the recognition.

Figure 5 represents the snapshot of student’s feedback result to correct their error handwriting.
As we described in section 2.3, our proposed education system can successfully feedback to the
students about their error handwriting using colorful marking technology. We implemented this method
to our system by JSON: JavaScript Object Notation technology. In our preliminary experiment, we
gathered stroke data from high level native Bengali speakers. In future we will do the experiment for
various levels of Bengali learners with different age. Finally, we made a survey among 100 (almost) of
native Bengali speakers for the acceptance of our education system. We considered the user’s
viewpoints about the system effectiveness. The user’s comments confirmed that the proposed Bengali
handwriting education system can be very helpful to improve the Bengali literacy rate in near future.
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4 Conclusion and Future Work

In this paper, we have described about the
implementation details of web-based intelligent
handwriting education system for autonomous learning
of Bengali handwritten characters. Here, we developed a
web-based (iPhone/Smartphone or computer browser)
handwriting client-server interface using JavaServer
Page (JSP) technology to improve the Bengali literacy
rate. We used 12500 of Bengali isolated character
database for system evaluation. Our experimental results
showed that the use of hierarchical recognition algorithm
together with writing speed free modified DPM
improved the recognition accuracy to 95% as well as
recognition speed of 40ms. It makes our recognition
algorithm adaptable for the application of web-based
language learning application. Our automatic error
detection methodology ensured the necessary feedback
to the students to learn about their handwriting mistake
autonomously. In future, we will focus our research on
the development of Bengali handwriting education
system considering Bengali word learning. Furthermore,

Figure 5: Automatic error detection and partial function of our system can be accessed from the

colorful feedback to correct student’s error following URL:

handwriting. (Numeric symbols means “http://www.sp.cis.iwate-u.ac.jp/icampus/b/”

stroke no. and its starting point)
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Abstract: We have built an instructional design support system called “FIMA-Light” which
reasons about a teacher’s intentions from his/her lesson plan and automatically produces |_L
event decomposition trees. The decomposition tree expresses the ways of achieving a learner’s
state change that should be realized in a whole lesson in the form of a tree structure. In this
paper, we discuss the difficulty of attaining the goals of university education without using our
approach. We also report on practical use of FIMA-Light in teacher training at university in
order to investigate changes in students’ awareness of teaching strategies brought about by
providing them with |_L event decomposition trees.

Keywords: Instructional Design, Ontology, Teacher Training, Teachers’ Professional Ability

1. Introduction

Alignment between teaching practices in school and teacher education provided at university is
an important aspect in improving teacher education programs (The Central Education Council,
2006). However, almost all universities provide only abstract descriptions in their policies, such
as “Bridging Theory and Practice” (Department of Teaching & School Leadership, Okayama
University, 2013; Fujimura & Sakanashi, 2010; Graduate School of Teacher Education, Waseda
University, 2013) about the alignment between teaching practices and university education. One
group (Mishima, Saito & Mori, 2009) analyzed the awareness of trainee teachers before and after
their teaching practices in the classroom and found that they tend to notice the importance of
their university education only after completing their teaching practices. This tendency suggests
that alignment between teaching practices and university education is not necessarily successful.
In this study, we examined the ability of teachers to instruct learners (the ability to properly
design and practice instruction). We also clarified the respective roles of teaching practice and
university education in teacher education programs, as well as the relationship between them
(Kasai, Nagano & Mizoguchi, 2013). From this investigation, we identified the following two
main goals that university students (trainee teachers) should aim to achieve in their university
education before their teaching practices:

e To understand that there are various strategies (instructional/learning theories, teaching

knowledge obtained from practices, etc.) for students to attain educational goals.
e To improve their skill at interpreting global and local strategies included in lessons
designed by themselves or others
» inorder to learn skills from lessons designed by expert teachers, and
» inorder to improve their skills through discussion with peer students.

We considered that the 1_L event decomposition tree (described in 3.1), which is defined
based on the OMNIBUS ontology (Hayashi, Bourdeau, & Mizoguchi, 2009), might be suitable for
such university education. We think that the goal of the university education should be to let
university students learn the skills needed to produce not only lesson plans but also |_L event
decomposition trees. Since university students cannot think in the structure of lessons, it is difficult
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for them to produce |_L event decomposition trees. We have proposed the use of a system called
“FIMA-Light” (Kasai, Nagano and Mizoguchi, 2011) which automatically produces I L event
decomposition trees. In that study, we showed that |_L event decomposition trees that FIMA-Light
produces had effective information for university education in a teacher training course. In this
paper, we report the results of practical use of FIMA-Light in university lectures in a teacher
training course. The aim of this practical use was to investigate changes in students’ consciousness
about strategies brought about by providing them with |_L event decomposition trees.

The remainder of this paper is structured as follows: In Section 2, we explain the
difficulties in attaining the goals of university education without using our approach. In Section 3,
we describe the features of our study that can overcome these difficulties. In Section 4, we report
the results of the practical use of FIMA-Light in lectures in a teacher training course. This is
followed by a discussion of some related work and concluding remarks in Section 5.

2. Difficulties in Attaining the Goals of University Education

In this section, we explain the difficulties in achieving the goals of university education in the
current situation (without using our approach). In order to achieve the goals, it is necessary to
achieve the following four sub-goals for goal achievement. Below, we explain the difficulty in
achieving each sub-goal.
o Professors who have the skills that university students should acquire and who can instruct
them should exist in the teacher training course.

Since professors in various domains instruct university students, it is important to share
various strategies (instructional/learning theories, teaching knowledge obtained from practices,
etc.) among the professors so that university students do not become confused. However, it is
often difficult to share strategies (especially teaching knowledge obtained from practices) among
them, since their fields of specialty are different.

e Professors should teach university students various strategies.

What university students should learn is that various strategies exist to attain an educational
goal. Therefore, it is important to teach them every strategy in the same representation format so
that they can compare them. However, it is difficult to attain this sub-goal, since representation
formats differ among different learning/instructional theories.

e Professors should teach strategies that are applied in expert lessons from global to local
viewpoints.

This sub-goal is to make university students understand the relations between various
strategies and actual lessons. Here, in order to represent outlines of lessons, most universities
(faculties) offering teacher education and school teachers utilize a format called a “lesson plan”.
Though there is no standardized format for a lesson plan, in general, teachers use a lesson plan to
describe the learning activity, instructional activity, evaluation method, and points to consider
while teaching in every scene of their lessons. However, since a lesson plan describes mainly
superficial concrete activities, it is difficult to describe strategies that include the teachers’ deep
intentions. Therefore, in order to attain this sub-goal, professors have to extract global and local
strategies that are included in each lesson by interpreting the lesson plan. Even if professors have
sufficient skills, it is difficult for them to interpret teachers’ intentions that are not described.

e Professors should make university students aware of the relations between various
strategies and lesson plans designed by the university students.

In university education, university students should improve their skills in designing lessons
that integrate a global strategy for attaining an overall goal in the whole lesson and local
strategies for attaining sub-goals. However, before they attain this goal, they themselves cannot
interpret relations between strategies and lessons that they design from global to local viewpoints.
Therefore, professors have to interpret the lesson plans that university students design. Since
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lesson plans designed by university students often include illogical and unnatural flows, it is
more difficult for professors to interpret the lesson plans.

The purpose of this study is to solve the difficult problems explained in this section and to
provide a method that supports the achievement of the goals of university education.

3. Features of this Study

In this section, we explain the |_L event decomposition tree and FIMA-Light which we propose
for practical use in university education in order to solve the problems described above.

3.1 The I_L event decomposition tree and its features

In the format of a “lesson plan”, teachers describe the learning activity, instructional activity,
evaluation method, and points to consider while teaching in every scene of their lessons. This
format is generally used also in teaching practices. Therefore, it is important for trainee teachers
to learn how to describe their plans for their lessons in the format of a lesson plan before their
teaching practices. However, since a lesson plan describes mainly superficial concrete activities,
it is difficult for university students to consider strategies to be applied in the lesson from global
to local viewpoints. Therefore, we think that effective instruction in university education cannot
be realized using only the lesson plan as a format to represent lessons. Another representation
format that will help university students to think from a more global viewpoint is required.

We considered that the 1_L event decomposition tree, which is defined based on the
OMNIBUS ontology (Hayashi, Bourdeau, & Mizoguchi, 2009), might be suitable for such
university education. The OMNIBUS ontology has been constructed to organize a variety of
learning/instructional theories and empirical knowledge extracted from best practices
independently of learning paradigms. The core concepts of the OMNIBUS ontology are an |_L
event and its decomposition structure. An I_L event is a basic unit of learning and instruction and
is composed of a state change of a learner, an instructional action, and a learning action. A
method for realizing the state change (macro I_L event) is expressed by a decomposition relation
with multiple micro 1_L events, called a WAY. In the OMNIBUS ontology, every piece of
knowledge extracted from learning/instructional theories and practices can be described as a
WAY. A macro |_L event is decomposed into several micro |_L events by applying a WAY.
With this modeling framework, the flow of a lesson is modeled as a tree structure of 1_L events
that is called an |_L event decomposition tree. The root node of the decomposition tree isan |_L
event that shows the intended learner’s state change that should be realized in the whole lesson.
In the decomposition tree, higher layers express instructional strategies of more global
viewpoints. And by decomposing these into lower layers, this decomposition tree can express
instructional strategies of more local viewpoints.

We think that these features of the OMNIBUS ontology and the |_L event decomposition
tree can solve the problems caused by the lack of a unified representation format for various
strategies.

3.2 Overview of FIMA-Light

FIMA-Light automatically produces relevant 1_L event decomposition trees from the trainee
teachers’ lesson plans based on the OMNIBUS ontology. In order to input lesson plans to
FIMA-Light, teachers select concepts prepared as instructional and learning activities for each step
in the flow of their lesson plans. The current version of FIMA-Light produces | L event
decomposition trees based on 100 Ways that were extracted from learning/instructional theories
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Figure 1. An example of an |_L event decomposition tree and its structure.

and 20 Ways that were extracted from practice lessons. An example |_L event decomposition tree
that FIMA-Light produced by interpreting an actual lesson plan is shown in Figure 1. An |_L event
decomposition tree includes two kinds of nodes. One includes pink nodes that show |_L events
which FIMA-Light judged corresponding to the lesson plan. The other includes blue nodes that
show |_L events that FIMA-Light judged not corresponding to any steps explicitly described in the
lesson plan. The aim of FIMA-Light is to help teachers to deeply reflect on their lesson plans by
providing them with the |1 _L event decomposition trees. By doing so, it is expected that they
themselves will notice how to improve their lessons. We evaluated FIMA-Light in actual use. The
results of the evaluation showed that FIMA-Light produced |_L event decomposition trees that
were sufficiently relevant to the designed lessons (teachers answered that, on average, 89.2% of the
nodes were relevant to the designed lessons). Thanks to the | _L event decomposition trees
provided by FIMA-Light, teachers found 2.5 improvement points in each lesson plan, on average.

In university lectures of a teacher training course, FIMA-Light produced 30 I_L event
decomposition trees by interpreting lesson plans that university students designed (refer to
Section 4). We think that the interpretation of these 30 lesson plans could not have been be
realized without this system.

4. Use of FIMA-Light in University Lectures
4.1 Purpose of the Use of FIMA-Light

The lectures in which we used FIMA-Light were “Studies on Information Study Method A” and
“Studies on Educational Contents of Technology Education (Information)”, given at the Faculty
of Education that one of the authors of this paper belongs to. Ten students attended these lectures
in 2013. All students had learned how to write lesson plans in other lectures and had experience
of teaching practice. The purpose of this investigation was to find answers to the following three
questions:

e Can university students on teacher training courses be aware of the relations between the
flow of instructions and the educational goals of instructions (whole goals and sub-goals of
instructions) from descriptions of lesson plans?

e Can FIMA-Light produce |_L event decomposition trees that are sufficiently relevant to
lessons designed by university students?
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Can I L event decomposition trees improve university students’ awareness of strategies
from global to local viewpoints, whose aim is to let school students attain the educational
goals?

In order for university students to efficiently attain the above goals in their university

education, it is necessary to create suitable feedback based on |_L event decomposition trees
according to the situation. As a preliminary stage to a discussion of suitable types of feedback,
we focused on the changes in university students’ awareness brought about by providing them
with |_L event decomposition trees. The investigation was conducted via the following steps.

1.

o~

\‘

The instructor (the first author of this paper) directed the university students to create
lesson plans and describe what teachers should consider in each scene of the lessons to
attain the overall goal of the whole lesson or sub-goals, if they noticed something.

. The instructor directed the university students to evaluate learning/instructional flows of

lesson plans that other students created and to give their comments.

. The instructor provided every university student with other students’ comments and

directed them to improve their lesson plans.

. The instructor explained the |I_L event decomposition tree.
. The instructor inputted data of all lesson plans into FIMA-Light and provided every

university student with two |_L event decomposition trees which FIMA-Light produced
based on his/her lesson plans (two versions of the lesson plan before and after improvement).

. The instructor asked every university student whether or not every node of his/her |_L

decomposition tree was relevant to his/her designed lesson, independently of whether this
was done explicitly or implicitly.

. The instructor directed them to improve their lesson plans.
. The instructor inputted data of improved lesson plans into FIMA-Light and provided the

university students with the 1_L event decomposition trees. The instructor asked them
whether or not every node of the |_L event decomposition trees was relevant to his/her
designed lesson.

. The university students gave a score between one and five (with one being the lowest and

five being the highest) in response to the question, “Did you think that your awareness of
strategies from global to local viewpoints, whose aim was to let students attain the
educational goals, was enhanced by the I L event decomposition tree?”.

The investigation was conducted by using the following five steps:

A) We analyzed a rate the number of comments that evaluated the flow of the lesson based on

the relation with the overall goal of the whole lesson or the sub-goals.

B) We analyzed the 30 |_L event decomposition trees (FIMA-Light produced three |_L event

decomposition trees for every university student).

C) We analyzed how the number of descriptions of what university teachers should consider

in attaining the overall goal of the whole lesson or the sub-goals changed by improving the
lesson plans.

D) We analyzed the results of the questionnaire conducted at the end.
E) We analyzed how the university students improved their lesson plans when provided with

the I_L event decomposition trees.

4.2 Results of the Investigation and Discussion

Table 1 shows the results of step A). The flow of a lesson plan cannot be evaluated without
considering the relations with its purpose, which is to attain the goal of the whole lesson or the
sub-goals. Therefore, the relations with goals should be included in all comments. However, the
relations with goals were included in only 21 out of 50 (42%) comments. In particular, the relations
with sub-goals were included in only 2 out of 50 (4%) comments. This result shows that university
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Table 1. The result of the analysis of a rate of comments related to goals

The number of comments
relate to sub—goals

2 (4%)

The number of comments
related to overall goals

19 (38%)

Total number of
comments

50

students on teacher training courses are hardly aware of the strategies that are applied in order to
attain the goals (especially sub-goals) of instructions from the descriptions of lesson plans.

Table 2 shows the results of step B). Some lesson plans designed by the university students
included illogical and unnatural flows. However, FIMA-Light could produce I_L event
decomposition trees that included all scenes in the flow of 30 lesson plans (every university
student designed three versions of the lesson plan). The university students answered that on
average about 90% of nodes were relevant to designed lessons. These results show that the
current version of FIMA-Light can produce |_L event decomposition trees that are sufficiently
relevant to the lesson plans that university students design.

Table 3 shows the results of step C). Every scene described in a lesson plan should have the
role of attaining the overall goal of the whole lesson and the sub-goals. Therefore, one or more
descriptions that include the relations with the goals of the instructions for every scene should exist.
However, before providing the university students with |_L decomposition trees, there was on
average only one description in each lesson plan, though the instructor directed them and provided
them with examples. This result shows that the university students were hardly aware of strategies
(especially local strategies) whose aim was to let school students attain the educational goals. After
they referred to the |_L event decomposition trees, there were on average 5.1 such descriptions
(including 1.6 descriptions related to sub-goals) in each lesson plan. The number of descriptions in
the improved lesson plans is not enough either. We think that the increase in the number of
descriptions related to goals in the instructions does not show that the skills which university
students should learn in the university education improved, because global and local strategies in
their lessons were provided explicitly by |_L event decomposition trees. However, from the results
of the questionnaire (university students gave an average score of 4.6 in step D)), we judged that
providing students with |_L event decomposition trees produced the following effects:
improved the university students’ awareness that there are various sub-goals according to
strategies for attaining the overall goal of the whole lesson.
improved the university students’ awareness that there are various strategies for students to
attain educational goals.
improved the university students’ awareness of strategies from global to local viewpoints,
whose aim is to let school students attain the educational goals.

Table 2. The result of the analysis of 30 |_L event decomposition trees

The number of nodes related to the lesson
plan (judged by university students)

Total number of
nodes in a tree

The number of scenes
included in a tree

The number of scenes
of a lesson plan

Average of 10 I_L decomposition trees
for each version

I_.L event decomposition trees of the

. . 6.3 6.3 (100%) 28.9 24.6 (85.1%)
first versions of lesson plans
I.L event decornpomtmn trees of the 71 7.1 (100%) 324 28.1 (86.7%)
second versions of lesson plans
I_.L event decomposition trees of the 8.9 8.9 (100%) 376 34.0 (90.4%)

final versions of lesson plans

Table 3. The result of the analysis of descriptions in the lesson plans.

Average of 10 Lesson plans

The number of scenes
of a lesson plan

The number of descriptions related
to goals of the whole lesson

The number of descriptions related
to sub—goals in a lesson plan

The first versions of

lesson plans

6.3 1.2 0.1
lesson plans

The second versions of 71 13 0.1
lesson plans

The final versions of 8.9 35 1.6
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Finally, we discuss concrete ways in which the university students improved their lesson
plans when provided with the |I_L event decomposition trees (step E)). Most of the improvements
were achieved by adding scenes in which “I_L events not corresponding to the lesson plan”, as
judged by FIMA-Light, were embodied. Figure 1 shows an |_L event decomposition tree that
FIMA-Light actually produced from a lesson plan on information technology for high schools,
designed by one of the university students participating in the investigation. The educational goal
of the lesson was that students should understand “the characteristics of digitization of still
pictures”. In the original lesson plan before it was improved, there was a flow containing a scene,
“the teacher has students answer some questions” (“a” in Figure 1). The description for this scene
was “have students confirm their understanding of knowledge that they learned in the instruction”.
This description shows the relation between this scene and the goal of the whole instruction.
However, we could not interpret the university students’ awareness that they regard “students
confirm their understanding of knowledge” as a sub-goal. In the |_L event decomposition tree that
FIMA-Light produced from the lesson plan, there were I L events (“b” in Figure 1) aimed at
letting students “compare” and “organize” after the above scenes. The university students added a
scene “students discuss in groups” based on these nodes. Furthermore, they added a description
“have students discuss in order to deepen their understanding of knowledge” for the added scene.
In the |_L event decomposition tree before the lesson plan was improved, there was no node which
can be interpreted as “students deepen their understanding of knowledge”. Therefore, we thought
that the university students themselves could become aware of the existence of such a sub-goal and
the strategy for attaining it.

Although our investigation was preliminary, the results suggest the possibility that using
|_L event decomposition trees in university education can contribute to enhancing the quality of
teacher education programs.

5. Related Work and Concluding Remarks

We have built an instructional design support system called FIMA-Light based on the OMNIBUS
ontology. FIMA-Light can automatically produce 1_L event decomposition trees from teachers’
lesson plans. We have previously evaluated FIMA-Light in practical use by incumbent teachers. In
the present study, first, we considered effective alignment between university education and
teaching practice in teacher education programs, and we reported the results of an investigation
into the possibility that FIMA-Light can be utilized effectively for university education.

Here, we would like to discuss some related work on a system known as SMARTIES
(Hayashi, Bourdeau, & Mizoguchi, 2009) to contrast it with FIMA-Light. SMARTIES is an
authoring system that aims to support teachers in designing learning/instructional scenarios
based on the OMNIBUS ontology and that is compliant with the standard technology of IMS
Learning Design. By using SMARTIES, teachers can make |I_L event decomposition trees that
are compliant with learning/instructional theories through deeply reflecting on the design
intentions of their lessons. In addition, SMARTIES can suggest WAYSs, described in the
OMNIBUS ontology as strategies for achieving state changes in learners. In this approach, in
which teachers employ a so-called top-down method, when they design scenarios, they have to
think about deep intentions that they may not usually be explicitly aware of. For such
instructional design, it is necessary for teachers to think deeply about the lessons from global to
local viewpoints. Therefore, though this approach is effective for expert teachers, it is very
difficult for novice teachers and university students (trainee teachers) to employ.

On the other hand, our approach employs a bottom-up method and can automatically
produce |_L event decomposition trees through reasoning about teachers’ design intentions from
given lesson plans that they usually design. With our approach, therefore, even novice (trainee)
teachers can participate in this process. This is one of the features of our approach. To support
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incumbent teachers, FIMA-Light does not directly improve, or tell them how to improve, their
lesson plans by itself, because such support would prevent teachers from improving their
professional skills. Therefore, by providing teachers with the I_L event decomposition trees that
is produces, FIMA-Light aims at letting them themselves think about how to improve their
lessons and in what respects. However, to support university students (trainee teachers), even
though FIMA-Light provides them with 1_L event decomposition trees, we cannot expect that
they will recognize their underlying intentions. In order to support university students’ learning,
it is necessary to create suitable feedback based on I_L event decomposition trees according to
their learning situation. To the best of our knowledge, there is no system that can automatically
reason teachers’ deep-level intentions from their designed lesson plans, and can support them
based on the results of such interpretation.

The purpose of the university education that we proposed in this study is to provide
university students with the ability to make |_L event decomposition trees themselves through
thinking deeply about their lessons. Therefore, we think that, in the final stages of their university
education, SMARTIES rather than FIMA-Light can support them more effectively. In future
work, we intend to clarify how FIMA-Light should be utilized in university education in order to
let university students efficiently attain the educational goals for teacher education. In particular,
we intend to examine the following two topics: 1) the generation of suitable feedback based on
|_L event decomposition trees produced by FIMA-Light, and 2) effective alignment between
FIMA-Light and SMARTIES for university education in teacher education programs.
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Abstract: In this paper we present BH-ShaDe, an educational software tool that assists
architecture students in the process of learning to design single-family dwellings. To this end,
BH-ShaDe generates and proposes housing units schemes, which can serve as starting points in
student’s exercises and projects. The tool has been designed and implemented based on the
ideas of reinforcement learning and shape grammars. The students can select the more
promising schemes (among those generated by the tool), and then transform them in complete
architectural plans, and finally use them to develop a complete residential project. To evaluate
the validity of this approach, BH-ShaDe has been tested with 78 architecture students of the
University of Malaga. The results have shown that the starting points were suitable, diverse and
useful, and that they have helped students to learn how to design residential projects.

Keywords: architectural education, software tool, learning to design, meta-cognitive abilities

1. Introduction

In any design task it is not easy to start a new project, so architecture students usually struggle when
they need to start a new design and face nothing but a blank sheet of paper. To this end, designers often
use inspiration sources. The expression “inspiration source ” describes the conscious use of different
resources or even previous designs, as references for the solution to a problem (Eckert et al., 2000).
These inspirations sources or starting points can act as triggers for the generation of new ideas, and even
accelerate or facilitate the design process, especially in the case of novice designers. For that reason,
computer-aided design tools or design assistants can be very useful in these early stages, allowing the
exploration of different alternatives and providing feasible starting points.

To this end, we have developed BH-ShaDe (Basic House Shape Design), a software tool that is
able to generate raw, schematic proposals (schemes) for housing units according to a given guideline
(Montaner and Muxi, 2008). To generate these schemes automatically, BH-Shade uses shape grammars
(Stiny, 1980), and to do it in an intelligent way, it uses reinforcement learning techniques (Sutton and
Barto, 1998). In this way, architecture students can benefit from the existence of many feasible and
varied starting points (basic house schemes) for their residential projects, which have been obtained
effortlessly. In order to analyze the usefulness of such starting points in the process of learning to
design, we have performed an experiment with a group of 78 architecture students of the University of
Malaga, with promising results.

In the next section, we will briefly review some related work. The section 3 describes the
software tool and its implementation, while Section 4 is devoted to the description of the experiment
performed with architecture students. The results of the study are shown and discussed in Section 5. The
paper finishes with some concluding remarks in Section 6.

2. Related Work

The computers have been used in Schools of Architecture and introduced in experimental laboratories
for design with varied purposes: as a support to imagination and creativity (Elsen and Leclercq, 2008)
(Peng and Jones, 2004) (lordanova, Tidafi and Paoli, 2007); to assist in teaching and learning tasks
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(McGill, 2001) (Jain, Kensek and Noble, 1998) or even to introduce virtual reality in architectural
education (Redondo et al., 2011).

In relation to design learning, a number of tools have been implemented and tested. For example,
SketSha (Elsen and Leclercq, 2008), which is a tool that helps students in the initial stages of
collaborative design by supporting free-hand sketches, drawn in real-time in distant locations on a
shared workspace. Another example is SUCoD (Peng and Jones, 2004), a web-based virtual city
information system that supports 3D urban design. SUCoD allows students to link their CAD skills with
knowledge of urban history to carry out urban design proposals. VRSolar (Jain, Kensek and Noble,
1998) and Shaper 2D (McGill, 2001) are examples of more specialized software tools that complement
architecture teaching. VRSolar is a web-based teaching tool that helps in teaching topics related to the
movement of the sun and its effects on the built environment, while Shaper2D is a design tool that
assists students for learning about shape grammars and their uses in the design process. Other works
also report innovative uses of computers in learning how to design. (lordanova, Tidafi and Paoli, 2007)
present a study (using case-based-reasoning) performed with architecture students that use a library of
referents during their work on the design of a summer theater. Finally, (Redondo et al., 2011) use virtual
reality in architecture teaching practices. They merge pictures and virtual models that allow students
create interactive photomontages and facilitate the evaluation of the visual impact of their projects.

Our goal is to assist architecture students in the process of learning to design single-family
dwellings. Design problem solving is considered a particularly complex task, since these kinds of
problems are ill-structured (Simon, 1973), that is, they are characterized by the absence of a unique,
well-defined solution. These types of tasks are difficult to teach. Certainly, an educational software tool
that generates and proposes different starting points can be quite worthy for design stakeholders in the
first stages of the design process. In this way, even though the system does not provide the students with
the traditional resources of the tutorial systems (problem evaluation, reading texts,...), they obtain
feedback on the rules and guidelines in the form of the generated schemes.

This approach is not new: architects frequently use this resource. For example (LeCuyer, 1996)
cite Eisenmann’s use of computer-generated forms as starting-points. The sources of inspiration or
starting points more commonly used by architects or designers include: i) visual stimuli, like for
example sketches (Goldschmidt and Smolkov, 2006), objects of nature (Demirkan and Afacan, 2012),
or pictures (Casakin et al., 2000); ii) text as graphs words —for example, the tool Idea Space System
(Seger, de Vries and Achten, 2005) which gives designers a word graph that contains architect’s
annotations and semantic associations based on them-; or iii) a mixture thereof, like (Malaga, 2000) that
compares the generation of ideas in response to visual or textual stimuli and a combination of both.

However, none the above approaches generate the inspiration sources/starting points
automatically. Moreover, to our knowledge, there is no computer-aided tool that provides students with
automatically generated starting points. Therefore this is a distinctive feature of BH-ShaDe, which not
only generates the schemes automatically, but also uses intelligent techniques and shape grammars to
provide an unlimited number of schemes adapted to a given housing guideline.

3. The Tool

In this section we describe BH-ShaDe, a software tool that assist architecture students in the process of
learning to design single-family dwellings. To this end, BH-Shade generates and proposes housing
units schemes that can serve as starting points in students’ exercises and projects. The tool has been
designed and implemented based on the ideas of reinforcement learning and shape grammars. By means
of reinforcement learning, an agent learns autonomously how to interact with the environment in such a
way that the total reward is maximized. Learning occurs through interaction with the environment, by
receiving positive or negative rewards after the execution of an action. The agents learn which
sequences of actions (policies) yield a good total reward. In our case, reinforcement learning techniques
(namely, Q-learning) are applied to “an agent” (a generator of architectural schemes) to obtain an
improved version of the agent, which is able to provide good starting points for the student. BH-ShaDe
is based on the formalism of shape grammars, so every action of the agent is the application of a rule of
the grammar.

Shape grammars have been widely used in design and specifically in architectural research
(Cagdas, 1996). A shape grammar is a formal language that represents visual thinking. To this end there
is an initial shape (usually called axiom), and a set of design rules or transformations that can be applied
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to different shapes. Figure 1 represents an example of an axiom, rule, and five successive applications
of the rule, starting from the original axiom.

RN > L]~ >

Figure 1. Simple shape grammar that adds squares, with one possible derivation

From the standpoint of generative CAD tools (Chase, 2002), shape grammar-based systems are
particularly well suited to easily automate the design, allowing a great deal of exploration.

In what follows we will describe the main characteristics of BH-ShaDe. First we will present
the architectural guideline in which it is based. Then we will briefly show BH-ShaDe main features,
interface and architecture.

3.1 Criteria for the design of basic houses

Our goal is that students learn to design functionally feasible single-family dwellings. To this
end, we have used an existing guideline, originally proposed by Montaner and Muxi architecture studio.
This guideline is useful for architecture students to learn how to design dwellings. It also guides the
generation of schemes for “basic houses” in our software tool. In our context, a basic house is defined
as a house that, besides satisfying some minimum habitability conditions, also offers some adaptability,
i.e., its spatial composition may be modified if the number of inhabitants varies. To generate such basic
houses in an intelligent way, the tool makes use of reinforcement learning techniques. Therefore,
BH-ShaDe is able to intelligently generate two-dimensional floor distribution schemes of basic,
two-person housing units. All the schemes produced are distributed over one floor and its total area is
restricted to 46 m? (as recommended in the guideline).

In Montaner & Muxi’s proposal, several kinds of spaces are considered: (1) specialized spaces
(which need specific installations), (2) non-specialized spaces (do not need specific installations, and
their use is determined by its inhabitants: dining-room, living-room, bedroom) and (3) complementary
spaces (such as distribution hall, that allows circulation between spaces).

This set of criteria has been implemented as a set of requirements. By requirements we mean
either constraints (for example, the area of each non-specialized space must be bigger than 9m?) or goals
(the contour must be as compact as possible). The core of the software tool is a very simple set of rules,
together with and an interpreter for them. Random sequences of rule applications would lead to schemes
that would not satisfy the set of requirements. To avoid this, violations are automatically detected and
punished. In this way, and by applying reinforcement learning algorithms, random sequences of rules
are gradually replaced by “intelligent” ones (that avoid punishment). The process continues until we
obtain a version of the rule interpreter (BH-ShaDe) that generates only good schemes. All these good
schemes are created equal and they are not categorized by the tool. Note that the reinforcement learning
process is performed off-line, just once, and prior to the use of the system by students. A detailed
description of the interpreter and the learning procedure can be found in (Ruiz-Montiel at al. 2013).

3.2 BH-ShaDe Features

BH-ShaDe can work in two different modes: interactive and automatic. In the interactive mode,
it allows an interactive execution of three fixed shape grammars, intended to help students learn the
concept of shape grammars. The first one is the toy example shown in Figure 1. The second one
generates a very simple housing unit. The third grammar (Figure 2b) is applied to the shape in the
canvas when the rules are loaded. The rules then add non-specialized spaces to the housing unit. This
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grammar makes sense when the shape in the canvas is a housing unit generated with the automatic

generation module described below.
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Figure 2. Shape grammars for the generation of a) basic house and b) non-specialized spaces

The automatic mode allows students to obtain housing units schemes according to Montaner
and Muxi’s guideline. These schemes are automatically generated by the computer, using the shape
grammar shown in Figure 2a (that is hidden to students). In the automatic generation module, students
just need to specify the desired number of schemes and then the tool will generate them.

3.3 BH-ShaDe Architecture and Interface

In this subsection we describe the architecture of BH-ShaDe and its interface. In Figure 3 we can see the
different modules that interact in order to provide students with the aforementioned features.

BH-ShaDe is built on top of SketchUp (SketchUp, 2013), hence in the bottom of Figure 3 we
can see some SketchUp-related modules. Our tool communicates with SketchUp by means of an
Application Programming Interface (API). Immediately on top of this APl module, we can see a Shape
Grammars Module that encapsulates the shapes, the rules and the arithmetic for manipulating shapes.
On the top, we can find BH-ShaDe interface, that mainly interacts with the two principal modules of
BH-ShaDe: the Interactive Generation Module and the Automatic Generation Module.

The Interactive Generation Module deals with the interactive application of shape grammars by
means of a general subshape detection algorithm. This algorithm is very powerful as it can detect
possible application of rules of any general shape grammar. With the result of this algorithm the Search
Algorithm finds a concrete rule application that satisfies the constraints (if present).

BH-ShaDe Interface
H Simple house H Non-Specialized ‘ Montaner

Squares H Tutorials ‘ ‘ File/Visualization

Interactive Generation Module Autom atic Generation Module

Greed Poli <> RL
X ree olicy )

Constraints Search Algorithm ) Y Algorithm

Algorithm

General Subshape Detection Ad-hoc Subshape Detection Algorithm's

Algorithm for Montaner Shape Grammar
Shape Grammars
<«
Shapes Rules Arithmetic for Shapes
“ Basic Toolbar H Canvas ] [ | Shapes (SketchUp Representation) ‘ ]

Figure 3. Architecture of BH-ShaDe

The Automatic Generation Module applies the shape grammar in Figure 2a by means of an
ad-hoc subshape detection algorithm that only works with this shape grammar, but is much faster than
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the general algorithm. With the result of this algorithm, the Greedy Algorithm chooses the best rule
application with the help of the policy generated by the Reinforcement Learning (RL) algorithm. As we
explained before, the policies inform about which rule applications lead to solutions that provide the
best adjustment to Montaner and Muxi’s guideline. BH-ShaDe interface is built on top of SketchUp
interface, as depicted in Figure 4. Shape grammars and the results of successive applications of rules
(according to the user's choices or to the automatic generation module) are also shown in the interface.

Toolbar

Rules Results

Figure 4. Screenshot of BH-ShaDe interface.
4. The Experiment

In this section we describe the experiment and its settings. The evaluation was performed with three
groups of students enrolled in the subject Architectural Projects VII, which is taught in the seventh
semester of the Architecture Degree of the University of Méalaga. In total, 78 students participated in the
experiment. Next we will describe the task they had to perform.

First, each student executed the grammar in Figure 2a to automatically generate a basic house.
Then, they interactively separated the non-specialized spaces (i.e., placed the walls) using the shape
grammar in Figure 2b. The students were then divided in groups of three members. Each group had then
3 schemes, that had been developed by each of their members, partially in automatic mode (the basic
house), and partially interactively (walls). This procedure could have continued so students had a large
enough collection of basic houses to use in their projects. However, the generation of each scheme
consumed some time that was not useful in our overall goal of generating starting points that supported
students. Therefore, we decided to use the automatic generation module of BH-ShaDe to automatically
generate a further 24 schemes for each group, resulting in a total of 27 schemes per group.

To promote discussion and reflection among the students, these 3-member groups were joined
in larger groups of nine students. Each one of these larger groups had then 81 unique schemes that they
had to classify according to the following criteria: A (optimal), B (adequate), C (some modifications
needed), D (problematic) and E (absurd). Once the schemes had been classified, they had to select the
most suitable for different kinds of groupings: row-houses, apartment blocks, galleries, single-family
houses. Based on these selections they had to develop a complete architectural project, proposing
single-family housing solutions, both in 3D and 2D. The students presented their final projects in the
classroom, and the teachers commented and evaluated them.

Finally, the students completed a small survey. The survey was designed as 11 Likert items,
relative to four different topics. The students had to evaluate their degree of agreement with each
sentence (from 1 -low- to 6 -high-). We have used the more suitable methodology (Jamieson, 2004) to
analyze nominal Likert items: mode, median, inter-quartile range and nominal levels of disagree
(degree of agreement of 1, 2 and 3) vs. agree (degree of agreement of 4, 5 and 6).

Additionally, the survey included two free-text items where the students could identify the
strong and weak points of the software. We have analyzed these free-text items according to the
constant comparative method (Strauss and Corbin, 1998), a methodology based on grounded theory
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(Glaser and Strauss, 1967). In the first step, each student's response is decomposed in the ideas it
expresses (answers). Then these answers are divided into categories. In the phenomenological
reduction phase, the categories are grouped by subject (themes). Finally, in the triangulation phase,
examples of supporting quotes are provided. The main advantage of using this methodology is that the
ideas expressed in student's answers emerge from the analysis of the sentences, and are not
pre-conceived by researchers. Therefore this analysis complements the results obtained in Likert-type
surveys.

5. Results

In this section we will present the results obtained in the experiment. They have been organized into
different subsections: student's survey, teacher's opinion and student’s final projects. Finally, the last

subsection is devoted to a global discussion in light of these three sources of evidence.

5.1 Student survey

As aforementioned, 78 students answered the survey. Results are summarized in Table 1, while Table 2

and 3 summarize the results of the two free text items (using the constant comparative method).

Table 1: Results of Likert items.

12 3 4 5 6 MEDIAN | MODE (Q1,Qs;) | Don'tagree Agree
About the software tool...
1. I quickly learned how to use the tool 0 3 3 41 27 5 5 (5,6) 8,97% 91,03%
2. It was easy for me to use the tool 0/0 2 10 32 34 5 6 (5,6) 2,56% 97,44%
3. The user interface is intuitive 13 12/30 20 12 4 4 (4,5) 20,51% | 79,49%
4. The tool worked quick enough 1 4 17 24 22 10 4 4 (3.5) 28,21% | 71,79%
5. The tutorial was easy to follow and useful 13 8 |11 36 19 5 5 (4,5) 1538%  84,62%
About the schemes proposed by the tool...
6. The schemes can be helpful in the design process 4 | 12 | 17 27 14 4 4 4 (3,4) 42,31% | 57,69%
7. The schemes can provide good starting points 2 8 25295 4 5 (4,5) 24,36% | 75,64%
8. The schemes were interesting 3/7 19 24 21 4 4 4 (3,5) 37,18% | 62,82%
About this practice...
9. Allin one, it was interesting 3/5 7 271 29 7 4 5 (4,5) 19,23%  80,77%
10.1 think that the methodology used was suitable 1 15 26|25 (4,5) 24,36% | 75,64%
11.1t was rewarding to work in groups 13 1213 26 23 (4,6) 20,51% | 79,49%

Table 2: Categories, themes and supporting quotes for positive aspects.

CATEGORIES THEMES EXAMPLES OF SUPPORTING
Name N° answers % answers QUOTES
Diversity 26 19,26% ASPECTS “Great variety of alternative solutions”
Validity 6 4,44% “What I liked most about this practice is that
RELATIVE TO ; L
I could develop a feasible project
QUALITY OF . . . .
SOLUTIONS The tool provides a great variety of
Versatility for groupings 2 1,48% schemes, some of them present little annex
(25,18%) X
spaces that could be grouped generating
unexpected solutions”
Usability 3 2,22% “The tool was easy to use”
Efficiency 10 7,41% ASPECTS “The tool generated the schemes quickly and
- RELATIVE TO THE | I could take advantage of some of them”
§ Possibility of using software tools 3 22004 SOFTWARE TOOL | “Being able to use new computational
4l in the design process ool (11,85%) methods for architectural design based on
s randomness”
= —— — 5 o — - -
é Possibility of working in groups 10 7,41% TEAMWORK W\i/;lr?z(t;]l% Lr;ugdr:rg[gs”and new relationships
i i 0,
E E;?ﬁgzsng ifnster:Zc\}\llgplgiﬂecr%ﬁns 10 7,41% (14,82%) “Debates in the group about what is
] 9 group desirable or not in architectural design”
Randomness 9 6,67% “The tool provides a degree of randomness
Happy accidents or bugs 3 2,22% Fhat wogld be otherwise difficult to include
Provides starting points 41 30,37% in a project”
STARTING POINTS | “Little annex spaces that appear
(48,15%) accidentally can be used to generate diverse
. . groupings”
O\I/er_commg preconceived 12 8,89% “Being able to have an starting point instead
SOltiels of a blank page ”
“The tool generates schemes that you would
not think of ”
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Table 3: Categories, themes and supporting quotes for aspects to be improved.

shape grammars

Software capabilities for edition 9 8,82% ASPECTS RELATIVE TO THE “The user should be ab’l‘e to modify some aspects of

o SOFTWARE TOOL the schemes generated
Usability (interface) 4 3,92 (12,74 %) “A more intuitive interface”
Shape grammar should include 20 | 19.61% “Shape grammars should include additional
additional criteria 017 | ASPECTS RELATIVE TO SHAPE | grchitectonical criteria”

e : 3 GRAMMARS “To fully exploit the tool, the user should be able to
Possibility to include user-defined OJusty exp :

ty 2 1,96% (21,56%) define his/her own shape grammars”

Overlapping of non-specialized 11
spaces

10,78%

Bad distribution of kitchen furniture 3

2,94%

102 different answers

ASPECTS RELATIVE TO

“Overlapping of non-specialized spaces should be
avoided”
“Some kitchen modules are inaccessible”

Residual spaces 10 9,8% DISTRIBUTION OF SPACES “The tool Sﬁould not generate residual spaces
Better location of doors 12 | 11,76% (17,64%) The location of the entrance door near to the
Better distribution of spaces 3 2,94% ' kitchen constraints the variety of the solutions”
. “Better distribution of spaces”

Better placement of wet zones 10 | 9,80% “Wet zones should be contiguous”
Excess of randomness 9 8,82% “The randomness of the tool should be controlled”
Poor variety of solutions 7 6,86% ASPECTZSE}?E?\?E TOTHE “Greater variety of schemes generated”
Additional criteria should be “Other parameters should be considered

2 1,96% (48,03%)

(environment, social aspects, etc.)

considered (not only architectonical)

As shown in Table 2 and 3, there were 135 different answers for the positive aspects, and 102
for aspects to be improved. From these answers, researchers established a total of 12 and 13 categories,
respectively. Two independent researchers assigned quotes to categories. The inter-rater agreement
between those two researchers was computed using the iota measure (Janson and Olsson, 2001). We
obtained iota values of 0.707 and 0.898 (a value of 1 represents perfect agreement), which indicates a
quite good agreement. Through a negotiation process between the two researches, answers were
definitely assigned to categories. The final step of the triangulation process is the interpretation of the
supporting quotes. In our case, this interpretation will be done in section 5.4, in which we use all the
information available to establish some conclusions.

5.2 Teacher's opinion

Three architecture teachers participated in the experiment. One of them was a member of our research
team, while the other two did not have previous knowledge of shape grammars or about the tool. We
developed a small survey for these two teachers, which had four open questions. For space reasons we
do not include their complete answer, but a brief summary of the more relevant information.

It seems that what the teachers liked most of this experience was the possibility to use this kind
of tool and learn about shape grammars, together with the interdisciplinary work carried out by the
research team and the fact that the tool can provide an unlimited number of schemes, and therefore
expedite the design process. Overall, they said that the students had done a great job, and that the more
interesting projects emerged from the accidental elements, like the little annex spaces generated in some
of the automatic solutions presented by the software tool. More concretely, they said that... “The tool
expedited the design process. The most interesting projects have emerged from accidental elements,
like annex spaces or errors. Initially, they seemed not to have any practical use, buy finally they have
served to encourage the clustering of the dwellings, and have provided support so the students could
freely use their imagination. We do believe the tool has accelerated this kind of discoveries .

They also pointed out that the use of tool has provided an excellent exercise of analysis and
reflection. The students have learned in a practical way that their preconceived ideas are not always the
best ones. “Having 81 housing plan floors automatically generated by the tool, so they could be
discussed and selected by the groups of students, has been an excellent exercise about
analysis/reflection, which is usually easier to carry out in other people’s work than in our own designs.
At the same time, the program generates such a wide variety of schemes that accidents occurred
randomly, giving birth to what at first sight could be considered as undesirable forms, which finally
generated the most interesting projects. Students have therefore learned in a practical way that their
preconceived ideas are not always the more appropriate solutions”.

As for possible improvements, they mentioned that it would be useful to include more
architectural criteria in the shape grammars defined. “In relation to the tool and its use in this particular
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activity, we think that it would be desirable to extend the number of variables to be taken into account in
the shape grammar”.

5.3 Students final project

In the last session of the experiment, groups of students presented their final projects. Each group
presented Al sheets with the 81 schemes, evaluated from A (no changes needed) to E (the scheme is
absurd). In total, there were 9 groups of 81 schemes. The distribution of the percentage of schemes
classified according to the different grades (both among those produced by the students and among
those generated automatically by BH-ShaDe) is shown in Figure 5.

In their presentations, the students stated that they had held very productive discussions to
agree about criteria to classify schemes (recall that teachers also thought that this discussion/reflection
process had been very productive). To this respect, some groups had established more demanding
criteria than others. The teachers pointed out that some of them had discarded useful schemes for
irrelevant reasons, such as a poor positioning of some elements (door, kitchen/bath furniture) or the
superposition of non-specialized spaces. The high number of schemes classified with D and E can be
explained by the fact that the students considered criteria (circulation, ventilation, light distribution or
grouping of wet zones) not accounted in the guideline used by the tool.

Figure 5. Distribution of the total percentage of schemes of each type (A to E)

From the schemes classified with A or B, each group selected four or five as the basis to create
more complex structures. They explored different kinds of groupings: single-family houses, apartment
blocks, galleries, etc.

There were many interesting projects, for illustration purposes we will show two of them
(selected by the teachers as illustrative for different criteria). The teachers selected the first project as
representative of those than emerged from starting points that contained accidental elements (and
finally gave birth to creative solutions). This group used one of the schemes generated by the computer
classified with A (upper left corner of the Figure 6). The scheme had two small corridors next to
non-specialized spaces, and they decided to use these two corridors as terraces to generate an
octahedron tower. The second project was chosen because it illustrated a nearly feasible solution (in
teacher’s words, it seemed nearly pre-conceived). The students selected this scheme (right of the Figure
6 and also rated with A) because it has a good distribution of the so-called wet zones (kitchen and
bathroom). In this way, once the schemes are grouped, wet zones occupy the central part of the building.

Figure 6. Examples of student’s projects: a) Octagonal tower and b) Gallery
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5.4 Discussion

In this subsection we will use the results presented in sections 5.1, 5.2 and 5.3 to analyze to what extent
the starting points provided by BH-Shade have been useful for the students in the early stages of their
design projects.

With respect to this question, probably the more useful Likert items are items number 6, 7 and 8.
In particular, item number 7 is very relevant, and we can see that 75,64% of the students agree that “The
schemes provided by the tool can provide good starting points ”. In addition, the students seem to agree
that “The schemes were interesting” (62,82%), and that “The schemes can be helpful in the design
process ” (57,69%). This same conclusion can be reached from the analysis of the positive aspects of the
first free-text item. Indeed, the theme “Starting Points” spontaneously emerged from student answers,
being mentioned by 48,15% of the students, and specifically 30,37% of them mentioned that “The tool
provides good starting points ”. In this theme, other aspect mentioned by 8,89% of the students was the
possibility of overcoming preconceived solutions. Teacher's feedback also seems to support this
conclusion, because they said that “However, the most interesting projects have emerged from
accidental elements like annex spaces or errors”. In fact, and according to their experience, “the
designs of the clusters of schemes obtained using traditional methods are usually more rigid and less
creative that the ones generated with the tool”.

Continuing with the positive aspects of the tool, the next more frequently mentioned theme in the
survey was “Aspects relative to the quality of solutions” (25,28%), and in particular, the category
“Diversity ” (19,26%). As for the teachers, they declared that “the program generates such high variety
of schemes that accidents occurred randomly, giving birth to what at first sight could be considered as
undesirable forms, but finally generate the most interesting projects". With respect to the tool, the
students emphasized (7,41%) its “Efficiency ” (also the teachers said “7The tool expedited the design”).

All in one we think that, according to both the teachers and the students, the stronger point of
BH-ShaDe is its capability to generate an unlimited number of diverse, feasible, random and suggestive
starting points for novice designers.

With respect to aspects to be improved (and focusing our discussion in the quality of the starting
points provided), the most frequently mentioned theme was “Aspects relative to distribution of spaces*
(48,03%), and specifically the categories “Better location of doors* (11,76%), “Overlapping of
non-specialized spaces* (10,78%), or “Better placement of wet zones* (9,8%). Next more frequently
mentioned theme was “Aspects relative to Shape grammars® (21,56%), in particular, the category
“Shape grammars should include additional criteria“ (19,61%). Overall, it seems that both the teachers
and the students think that the inclusion of additional architectural criteria (circulation, ventilation,
illumination, grouping of wet zones...) could improve the quality of the solutions provided. Finally, and
in relation with the overall quality of the starting points, Figure 5 shows that the students gave higher
scores to their own designs than to those generated automatically by the tool. This suggests that future
versions of the tool should offer a bigger degree of interactivity, allowing the user a greater control in
the design of the initial scheme.

6. Conclusions and Future Work

In this paper, we have presented BH-ShaDe, an educational software tool that has been designed to help
architectural students in early stages of design, by providing them with starting points for the design of
residential projects. The tool is based on intelligent techniques, namely shape grammars and
reinforcement learning.

In order to determine the usefulness of the tool we have conducted an experiment in the
Architecture School of the University of Malaga. 78 students and three teachers participated in this
experiment, which basically consisted in using BH-ShaDe to provide students with interactively and
automatically generated schemes to help students to learn how to design dwellings and develop
residential projects. Results of the experiment show that both the teachers and the students considered
that the schemes provided by the tool were suitable, diverse and useful as starting points, and they had
helped the students to develop creative and feasible solutions. Even in some cases, the schemes
generated by the tool gave birth to more flexible and innovative projects than those generated with
traditional methods.
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Regarding future work, the more immediate step is to take into account the results of this study
to improve the software tool. Some examples of these possible improvements are: increasing the degree
of interactivity of the tool to allow users a greater control of the design process, or including additional
architectural criteria in the shape grammar, to improve the quality of the starting points. Finally, we
think that the approach exemplified in this work could be used in other design domains as support for
the learning process.
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Abstract: Constraint-Based Modeling (CBM) is an effective student modeling approach which
has been used successfully in a wide range of instructional domains. Within the Intelligent
Computer Tutoring Group (ICTG), we have developed numerous constraint-based tutors and
demonstrated their effectiveness in real courses. In this paper, however, we discuss how we use
CBM in the area of cognitive rehabilitation after stroke. Our computer-based treatment is aimed
at improving prospective memory. Participants are first trained on how to use visual imagery
and then practice in a Virtual Reality (VR) environment. We present how we use constraints to
track the participant’s progress when performing tasks in the VR environment.

Keywords: constraint-based modeling, prospective memory, virtual reality environment

1. Introduction

Constraint-Based Modeling was originally proposed by Ohlsson (1992) as a way to overcome problems
with student modeling. Since 1995, when the work on the first constraint-based tutor started, we have
developed numerous tutors using CBM at ICTG (Mitrovic, 2012). Our early work focused on showing
that CBM was an effective way of modeling domains and student knowledge. In order to develop
SQL-Tutor, we proposed a number of extensions to CBM, including a way to develop long-term student
models, the distinction between syntax and semantic constraints, and the use of ideal solutions in order
to deal with multiple correct solutions (Mitrovic, 1998; Mitrovic & Ohlsson, 1999).

Many other constraint-based tutors followed after SQL-Tutor: some teach other design tasks,
such as EER-Tutor (Suraweera & Mitrovic, 2004; Zakharov, Mitrovic & Ohlsson, 2005), UML class
diagrams (Baghaei, Mitrovic & Irwin, 2007) and Java (Holland, Mitrovic & Martin, 2009). In addition
to these design tasks which are all ill-defined (Mitrovic & Weerasinghe, 2009), we have also developed
tutors that teach well-defined tasks, like NORMIT in the area of data normalization (Mitrovic, 2005),
thermodynamics (Mitrovic et al., 2011), capital investment decision making (Mitrovic et al., 2009) and
oil palm plantations management (Amalathas, Mitrovic & Ravan, 2012). We have investigated various
types of long-term student models ranging from overlays to probabilistic ones (Mayo & Mitrovic,
2001), and investigated the effectiveness of various teaching strategies (Mitrovic, Ohlsson & Barrow,
2012; Mathews & Mitrovic, 2007; Weerasinghe et al., 2011; Najar & Mitrovic, 2013). Over the years,
our research focus expanded to other research challenges. We extended CBM to represent and support
meta-cognitive skills such as self-assessment (Mitrovic & Martin, 2007) and self-explanation
(Mitrovic, 2005; Weerasinghe & Mitrovic, 2006). We also developed COLLECT-UML which supports
pairs of students working together and provides feedback on both problem solving and collaboration
(Baghaei, Mitrovic & Irwin, 2007). We investigated affective modeling (Zakharov, Mitrovic &
Johnston, 2008), and the use of data mining and eye-tracking to improve our ITSs (Elmadani, Mathews
& Mitrovic, 2012; Mathews et al., 2012; Elmadani, Mitrovic & Weerasinghe, 2013).

We have also developed ASPIRE', a general authoring tool and deployment system for
constraint-based tutors (Mitrovic et al., 2009). Many tutors have been developed in ASPIRE, by

!http://aspire.cosc.canterbury.ac.nz/
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members of ICTG and researchers all over the world. CBM is now a thoroughly tested and widely used
methodology; is not used solely by ICTG, but also by various groups of researchers worldwide — see
e.g. (Rosatelli & Self, 2004; Riccucci et al., 2005; Petry & Rosatelli, 2006; Mills & Dalgarno, 2007;
Siddappa & Manjunath, 2008, Menzel, 2006; Oh et al., 2009, Galvez, Conejo & Guzman, 2013; Le &
Menzel, 2009; Roll, Aleven & Koedinger, 2010).

In our current project, however, we use CBM in a completely different situation. Since 2011,
we have been developing computer-based training for improving prospective memory in stroke
patients. People with brain injury (including stroke) have severely impaired prospective memory in
comparison to healthy people (Mathias & Mansfiled, 2005; Brooks et al., 2004). Prospective memory,
or remembering to perform actions in the future, is of crucial importance for everyday life (Titov &
Knight, 2000). Prospective memory failure can interfere with independent living, as it can result in
forgetting to take medication, switch off the stove or missing doctor’s appointments. It is a complex
cognitive ability, which requires dynamic coordination of multiple cognitive abilities: spatial
navigation, retrospective memory, attention and executive functioning (Knight & Titov, 2009).

We start by presenting related work in Section 2. Section 3 presents the treatment we devised:
the visual imagery training, the VR environment and the constraints we developed to track the user’s
behavior in the VR environment. In Section 3, we also briefly present the evaluation study we are
currently conducting. We conclude the paper with a discussion of future work.

2. Related Work

Stroke is the second leading cause of death? and a major contributor to disability. Cognitive impairment
plays a crucial role in determining the broader outcomes of a stroke survivor (Barker-Collo et al., 2009).
The extent of impairment affects aspects of daily functioning, and often necessitates constant care.
Customised rehabilitation is required but is labor-intensive and expensive (Lee et al., 2010).
Rehabilitation outcomes are disproportionate in many countries; for example, in New Zealand lower
outcomes are achieved in low socio-economic, Maori, and Pasifika areas due to a lack of resources
(Dyall et al., 2008; Ministry of Health, 2002).

Prospective memory is defined as the ability to remember future intentions (Ellis &
Kvavilashvili, 2000). There are two critical aspects of PM: it is closely related to retrospective memory
(remembering what was learnt and experienced previously), as it is necessary to know what the task is
(e.g. taking medication at 3pm) in order to actually perform the task. The other aspect is the retrieval of
the intention at the time appropriate for the action. There is a distinction between event- and time-based
prospective tasks. In the case of a time-based task, a certain action needs to be performed at a certain
time (e.g. having a doctor’s appointment at 4pm). In event-based tasks, an action needs to be performed
when a certain event happens (like asking a friend a question when we see them next time).

To be able to perform a task in the future, a person needs to know the task, a level of intention
and a cue. Cues are prompts that help people remember the tasks to be performed in the future. When a
person perceives a cue, it delivers the information that was previously associated with the cue to the
consciousness, and the person remembers the task. Previous research indicates that cues help a person’s
memory as it reinforces the intention to execute a task (Gollwitzer, 1996).

Prospective memory is very difficult to assess using neuropsychological tests as conventional
tests consist of simple, abstracted activities that are very different from real-world tasks. In order to
assess prospective memory, it is necessary to obtain information about how a patient functions in
everyday life, which is difficult to achieve in laboratory settings. Research shows that scores from
neuropsychological tests often cannot be translated to conclusions about the level impairment and
therefore rehabilitation goals because many conventional tests lack ecological validity (i.e. similarity
with real life) (Knight, & Titov, 2009). It is therefore necessary to replace such tests with tasks that
mirror real-word activities. However, assessing patients in real-world situations entails logistic
problems and is not achievable in rehabilitation units (Brooks et al., 2004).

In the last decade, many research projects have used Virtual Reality (VR) in neuroscience
research and therapy (Bohil, Alicea & Biocca, 2011), ranging from the use of VR for assessing
cognitive abilities, over neuro- and motor rehabilitation to psychotherapy, such as treatment of phobias.

? http://who.int/mediacentre/factsheets/fs3 10/en/
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VR environments are computer-generated environments that simulate real-life situations and allow
users to interact with them. They provide rich, multisensory simulations with a high degree of control
and rich interaction modalities. They can also have a high level of ecological validity. VR has been used
for assessment of prospective memory in patients with traumatic brain injury (TBI) (Knight & Titov,
2009) and stroke patients (Brooks et al., 2004). VR is suited for prospective memory as it supports
complex, dynamic environments that require coordination of many cognitive abilities. VR
environments are convenient and safe for patients. Non-immersive, PC-based environments have been
used more than the immersive ones, which require special hardware (such as head-mounted displays)
and therefore are more expensive and induce more anxiety in patients than PC-based ones.

Although there has been some research done on how to assess PM, there is very little available
on rehabilitation strategies for PM. Yip and Man (2013) involved 37 participants in 12 sessions (held
twice a week) of prospective memory training using non-immersive VR. The participants were asked to
perform a set of event- and time-based prospective memory tasks in parallel with an ongoing task, all
performed in a virtual convenience store. The prospective memory training was based on remedial and
process approaches. The remedial approach provides repetitive exercise within the VR environment.
The process approach, on the other hand, aims to support multiple facets of prospective memory, and
supports encoding of intention, retention and performance interval and recognition of cues. Participants
were given a list of four shopping items they needed to memorize, and their recall was tested before
entering the VR environment, where they needed to perform the tasks. The VR training showed
significant improvement in participants’ immediate recall of PM tasks, performance on both time- and
event-based tasks as well as ongoing tasks, and also a significant improvement in self-efficacy.

3. Our Approach to Prospective Memory Training

The primary goal of our project is to develop an effective PM treatment that could be used by the stroke
survivors without the input of clinicians. Our approach combines the use of visual imagery and practice
in VR environments. We developed a treatment based on visual imagery, and a VR environment in
which the patient will be able to improve their prospective memory. We start by describing the visual
imagery training, and then present the VR environment, constraints used in the VR environment, and
the evaluation study.

3.1 Visual Imagery Training

Visual imagery is a technique in which the participant forms a visualization of a given word. The same
strategy can also be used to make a visualization of a pair of words, by linking the words and making the
visualization as unusual as possible to make it more memorable. Previous work (Lewinsohn, Danaher &
Kikel, 1977) has shown that visual imagery improves retrospective memory. McDaniel and Einstein
(1992) showed that PM performance improved when participants were given pictures of targets, or
when participants formed mental images of cues.

The idea behind the visual imagery training is to teach participants to remember a list of tasks
with their associated cues using visual imagery as a mnemonic strategy. The training is presented on a
computer in the form of a set of sequential pages. Pages contain recorded voice messages that
participants can hear, images, video, written text, buttons to navigate to the previous and next pages,
and a replay button. Sometimes participants are asked to interact with the page (e.g. during testing). On
such pages, buttons are provided for the user to record the answers.

In the first phase of training, participants are introduced to visual mnemonics by being shown
how to form mental images in order to remember a list of paired words. The user is presented with pairs
of words and taken through creating the image for each pair. For example, for the pair (rabbit, pipe), the
participant is first shown pictures of a rabbit and a pipe, and they listen to the recording of the following
text: Look at the image displayed of a rabbit. Imagine its bristly fur and its long ears wriggling. Really
focus on it, like it’s right there in front of you. Now look at the picture of a pipe. Imagine this in your
mind. Smoke is coming out of the pipe, giving off a smoky smell. Imagine grasping the pipe, and feeling
it. The pipe feels round and smooth in your hands. The more senses you use, the more memorable the
image will be.



The following training page (illustrated in Figure 1) shows the two previously shown pictures
of a rabbit and a pipe, and also the combined picture, and plays the recording of this text: Now that you
have imagined the two images individually, we are going to visually link them together, which will help
you to remember them. This technique of visually linking them together will allow you to recall the
individual words in the future. So, what | want you to do right now is to imagine the rabbit smoking the
pipe, like it is in the third image. Close your eyes and really think about it. The rabbit is puffing away
and more and more smoke is coming out. In your mind, imagine the rabbit taking the pipe out and
blowing a smoke ring and then putting it back in its mouth. What a silly rabbit! Ok, now open your eyes.
Now that you 've done this, the image of the rabbit smoking the pipe should be firmly in your memory, so
that if we gave you the image of a rabbit, you would immediately think of it smoking a pipe, which will
lead you to the second word: pipe!

1. Rabbit, Pipe

)

Figure 1: The screenshot of the training for the paired words rabbit and pipe

The audio instruction is designed to be as descriptive as possible in order to better aid the user’s
visualisation. The user is encouraged to mentally add to the presented images, personalizing them and
making them more concrete. After presenting the initial three pairs of words, the user is tested by
presenting one word from the pair and asking them to record the other paired word. Next, the user is
presented five pairs at once, which he/she needs to visualize, and then the user is quizzed on them.

In the next phase, the training is modified by removing the combined picture, and asking the
user to generate his/her own combined image. In the third phase, the training becomes even more
demanding, as the user needs to visualize both given words as well as to generate the combination
picture. The later phases provide the user with example tasks and show how, for each example task, the
context could be related to the items to be done. The user is taught that each task consists of either
object-action pairs or time-action pairs. An object-action pair is where some action is required when a
certain object is encountered. A time-action pair is when some action is required at a particular time. An
example of an object-action pair was then given: “Tell Laura about tomorrow’s weather when you meet
her next”. The object in the pair is Laura and the action is to tell her about tomorrow’s weather. Using
this pair, a corresponding visual mnemonic could be made; for example, seeing Laura being swept up
and carried by a tornado or the sun shining brightly out of Laura’s head. Participants are taught that the
more concrete (using real places, real people, real things, or real time) and more detailed a visual
mnemonic was, the more personal and real it would be, and thus more memorable. The user is taught
that the more silly or humorous a visual mnemonic was, the more memorable it would be.

In the last phase, the user is given lists of tasks to memorize, and then completes four problems.
Each problem consists of watching a video containing the given tasks. During the video, when the user
identifies the cue for a task, he/she needs to stop the video and record the action that corresponds to the
cue, before carrying on with the video. They cannot rewind the video to enter in missed tasks.
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3.2 VR Environment

We have developed a VR environment using the Unity game engine, in which the participants need to
perform a given set of time- or event-based tasks. The VR environment represents a house with
common household objects, and a garden. Figure 2 shows two scenes from the environment. The user is
given a problem, which consists of several PM tasks they need to visualize first, and then perform in the
VR environment. As discussed earlier, some tasks are time-based and the user is able to view a clock
whenever they choose. The user is able to carry out a number of actions on a variety of objects such as a
radio or a washing machine.

Figure 2: Two scenes from the VR environment

The tasks vary in complexity: the ones in early sessions consist of a cue and a single action,
such as Turn on the TV at 6pm. In later sessions, the user will be given more complex tasks, such as
When the oven timer beeps, take the cake out of the oven and put it on the dining table. To perform an
action, the user needs to select the object first, and then to specify the action from a menu. The
screenshot in Figure 3 shows a situation when the user is interacting with the oven. The selected object
(oven in this case) is highlighted in red, and the user is given a menu listing the actions that can be
performed on the object. In this particular situation, the user wants to take the cake out. Some tasks,
such as taking the cake out of the oven, involve other objects, which are added to the inventory. Other
tasks require inventory items to be collected beforehand. Consider the task Take the white dress and
iron it. The first step involves collecting the inventory item white dress, while the second step involves
operating the iron. The user is able to view their inventory at any time. The problems range in
complexity: the initial ones contain only three simple tasks, and they become more complex as the user
practices in the environment.

Figure 3: Two scenes from the kitchen

In order to be able to track the progress of the user, the system maintains the list of active tasks.
Tasks should only be attempted from a point known as 'cue discovery'. Time-based tasks become active
several minutes before the stated time. For example, if the task is Turn on the radio at 6.00pm, the user
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can start to move towards the radio a few minutes earlier in preparation. Event-based cues only begin
when the stated event occurs. Consider the task: Bring in the washing when it starts raining. For this
task, the user has no way of knowing when it is going to rain, and so they should not begin the task
before the cue is discovered.

For every task, there is a finite amount of time for which the task can be completed before it
becomes obsolete or impossible. However, this alone is not the only factor in determining which tasks
are more important. Some tasks, such as turning off the stove, have worse outcomes for failing to
complete than other tasks do, such as turning on the TV. Each task therefore has a priority level, which
is an integer from O to 5, with 5 representing the highest priority. Tasks with a level 5 priority are tasks
with a very real chance of injury or household damage if they are not completed on time. A typical
priority 5 task is When the timer beeps, turn off the stove top. By contrast, a priority O task may be: When
you are finished all other tasks, watch television. From cue discovery, the user has a fixed time to
complete the task before it becomes obsolete.

3.3 Using CBM for PM Training

We have developed a set of constraints that enable us to evaluate the participant’s actions and provide
feedback. As originally proposed by Ohlsson (1992), each constraint has two components: a relevance
condition and a satisfaction condition. The relevance condition specifies features of situations for which
the constraint is relevant, while the satisfaction condition details what must be true for the constraint to
be satisfied. A constraint can be described as: If <relevance condition> is true, then <satisfaction
condition> had better also be true, otherwise something has gone wrong. If a constraint is violated, the
user needs some means of knowing that he/she has made a mistake, and they need to know what needs
to be done differently next time. This is the role of feedback: it informs the user on what tasks need to be
performed, and what objects need to be interacted with.

We have developed 15 constraints to track the user's progress within the VR environment. The
constraints deal with navigation, prioritization of tasks, selection of objects to perform actions on,
remembering/selecting actions to be performed and general skills of interacting with VR (such as
selecting objects, selecting items from the menu or crouching). In order to be able to specify relevance
and satisfaction conditions, we have defined a set of functions and predicates. For example, the
OnRouteTo predicate takes the current position of the user (i.e. the room the user is currently in), the
target position needed in order to perform the current task, and returns True if the current position is on
a path to the target position. An example of a constraint where one object is required to perform action
on another is:

If the user has selected an action for Object X which requires Object Y,
Then Object Y should be in the inventory.

Each constraint contains three feedback messages. When a constraint is violated for the first
time, the user will be given a general message, in order to remind them that they have missed
something. For example, if the user is going in the opposite direction from the target destination, he/she
will be given feedback “You re going the wrong way!" If the user continues down the wrong path, the
feedback for to the second violation of the same constraint becomes more specific: "Perhaps you should
be going to the [goalRoom]” ([goalRoom] is a function which returns the position for the current task).
This culminates on their third violation of the constraint with “You should be going to the [goalRoom]
and use the [goalObjects]”. This is the bottom-out feedback which instructs the user what to do. Figure
4 illustrates a situation when the user tried to put a white dress on the clothes line, but forgot to collect
the dress beforehand.

Three constraints check whether the user is working on the correct task. Tasks with only one
minute left should be done before tasks with more than one minute left, even if that task with more than
one minute left is of higher priority. In this way the user can still complete all the tasks. It is also
important to bear in mind that higher priority tasks will reach the point of only having one minute left a
lot sooner than a lower priority task. If there are multiple tasks with less than one minute left, the user
should choose the highest priority one. The next threshold is at five minutes. Users must do tasks with
less than five minutes left before they attempt tasks with more than five minutes left. As discussed in the
previous section, tasks are first stratified according to time left into less than one minute, less than five
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minutes, more than five minutes. From there they are ranked according to priority. If any tasks have
equal time strata and priority, they can be done in any order, otherwise the user must pick the top one.

Figure 4: A screenshot showing feedback from a violated constraint

In addition to the feedback being displayed during the session, the user can also press the H key
for more help. If the user has had a message displayed in the last 30 seconds, this message is displayed
again to remind them of what they were doing wrong. Otherwise the default message is displayed. If
there are no tasks left to do, the default feedback informs them of this. Otherwise it gives them
increasingly specific hints as to what they should be doing.

In our previous work with ITSs, constraints are evaluated when the student submits the
solution, therefore requiring feedback from the system. The timing of constraint evaluation in the VR
environment differs from this: there is no time when the user explicitly requires feedback. On the
contrary, the system needs to be able to evaluate constraints when appropriate. The constraints that deal
with task prioritization are evaluated at intervals of 0.5s. Other constraints are evaluated in the
appropriate contexts: for example, navigation constraints are evaluated every time the user changes
room, while constraints that deal with objects are evaluated when the user selects an object or an action.

We have conducted a case study with a stroke survivor, who used the VR environment for 30
minutes. The participant could interact with the environment, and the case study identified a few
usability issues and further improvements to the timing and duration of feedback. We then had a domain
expert interact with the system. The domain expert explored the virtual environment completing a
number of tasks. The domain expert was able to compare the feedback generated by constraints with the
feedback they expected from the system. All constraints were satisfied or violated as expected, and
these results were recorded faithfully by the user model. At some points, the feedback actually led to the
domain expert making more errors. In such situations, the user was alerted that they should be doing one
of several tasks, and told all the tasks currently available. When the user completed the lowest priority
of these tasks, they violated the constraint that they should be doing the most high priority tasks. This
led to the recommendation that feedback messages should only suggest the single most important task
at the current time. The findings were then used to improve the constraint set and the system.
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3.4 Evaluation Study

We are currently conducting an evaluation study of our computerized treatment with stroke patients.
The study consists of ten sessions. In session 1, the participants will be tested to determine the level of
cognitive functioning by performing a battery of cognitive tests, including the digit span test, the
CAMPROMPT test of PM and the visual imagery questionnaire. Throughout the study, the participants
are asked to keep a diary of their activities, and note PM tasks they have managed or failed to complete
in their everyday activities. The diary will be discussed at the beginning of each session.

The second session is scheduled 4 weeks after the first session, so that it is possible to track the
PM skills after this initial period. Starting from the second session, there are two one-hour-long sessions
per week, for four weeks. The participant undergoes visual imagery training (discussed in Section 3.1)
in sessions 2-4, followed by videos in sessions 5 and 6. In sessions 4 and 5, the participant is also
introduced to the VR environment so that they can become familiar with it and also get used to using the
joystick. The next stage of the study (sessions 6-9) is practice in the VR environment. The participant
will be given 3-4 problems per session. At the end of session 9, the participant will again undergo the
PM assessment. This assessment will allow us to measure the effectiveness of the treatment. Finally, the
last session will be held after 4 weeks, and will consist of repeated assessment of the participant's PM.
We will then analyze the results to determine whether the expected improvement in PM skills holds
over the 4 weeks since session 9.

4. Conclusions and Future Work

In previous research, constraint-based modeling has been used to develop domain and student models in
intelligent tutoring systems. CBM has been proven to be an effective student modeling approach that is
applicable in a wide range of instructional domains. In this paper, we describe how we have used CBM
in order to track the user's prospective memory. We have presented a computer-based treatment for
improving prospective memory for stroke survivors. Our treatment consists of training users on how to
use visual imagery to improve their memorization skills. Later on, participants practice using visual
imagery by interacting with videos and a VR environment.

The contribution of this research is in extending constraint-based modeling from modeling and
supporting cognitive skills to modeling and supporting prospective memory skills. We have developed
a constraint set that allows us to track the user's behavior in the VR environment. The constraints
identify whether the user is prioritizing the tasks correctly, whether there are any problems with
navigation, identifying cues (time or event ones), interacting with objects and specifying actions. The
pilot study performed with one stroke survivor was promising. Three domain experts have interacted
with the VR environment and expressed satisfaction with the feedback the system provides. We are
currently conducting a full study, aiming to have a group of 20 stroke patients to undergo all the phases
of our treatment.
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Abstract: Many studies have been conducted during the last two decades examining learner
reactions within e-learning environments. In an effort to assist learners in their scholastic
activities, these studies have attempted to understand learner mental states by analyzing
participants’ facial images, eye movements, and other physiological indices and data. To add to
this growing body of research, we have been developing IMS (Intelligent Mentoring System)
which performs automatic mentoring by using an ITS (Intelligent Tutoring System) to scaffold
learning activities and an ontology to provide a specification of learner’s models. To identify
learner mental states, the ontology operates based on theoretical and data-driven knowledge of
emotions. In this study, we use statistical models to examine constructs of emotions evaluated in
previous psychological studies, and then produce a construct of academic boredom.

Keywords: Ontology, academic emotions, academic boredom, constructs

1. Introduction

During the last two decades, studies have been conducted that examine semiconscious behaviors of
learners participating in e-learning environments by observing and analyzing facial images, eye
movements, and other physiological indices. Analysis of data obtained from such examinations enables
researchers to understand various mental states of learners, such as that of “confidence” and
“confusion” (Arroyo et al., 2009; Muldner et al., 2009). In addition, studies have employed the
intelligent tutoring system to evaluate the structural features of the knowledge learners possess. As a
result of these studies, researchers have developed an intelligent mentoring system (IMS) that supports
learning based on the various aspects of mental states and knowledge (Kojima et al., 2012; Muramatsu
et al., 2012; Muramatsu et al., 2013). One of its main characteristics is diagnostic function of learner
model considering mental states of learners. Because mental states can instantly change in a short
activity (e.g., solving of a single problem), IMS is required to monitor learners at all time and give
feedback based on diagnosis. The IMS provides integrative learning-support including real-time
estimation of learners’ mental states and selection of ways to support learners, in addition to diagnosis
of learners’ knowledge structures and determination of teaching strategies provided by ITS (Intelligent
Tutoring System). In the IMS, data from interactions between users and the system are captured
according to two levels of cognitive activity: high-level interactions (HLI) and low-level interactions
(LLD. HLI examine a user’s explicit awareness of scholastic activities and illustrates it by means of a
data resource that employs large grain samples. By contrast, LLI examine user’s diffuse awareness to a
limited extent and illustrates it by means of a data resource that uses much smaller grain samples.
Muramatsu et al. (2012) developed an ontology that provides descriptions of the relationships
among LLI resources and the mental states of learners. These descriptions are based on specific tasks
performed by learners, which are independent of the knowledge structures examined within specific
domains which they learn about. Muramatsu et al. (2013) expanded the ontological descriptions
pertaining to mental states based on concepts of academic emotions (Pekrun et al. 2002) and the
control-value theory (Pekrun 2006). These descriptions help to clarify relationships between academic
emotions and subjective attributes that perform the role of subjective control or value in accordance
with the control-value theory. Their ontology effectively illustrates how academic emotions are formed
during co-occurrence of control and value, and it has helped researchers interpret learners’ mental states
based on LLI resources in the IMS. However, the descriptions provide insufficient detail to identify
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subcategories of attributes that perform a role of control or value in practical settings. The subcategories
derive from experiments that measure emotions using rating scales and statistical analyses of the
measured data. To implement the IMS, ontological descriptions about academic emotions should
include both data-driven and theoretical knowledge. The academic emotions are student’s emotions
experienced in academic settings such as class-related, learning-related and test-related situations (e.g.
boredom experienced in classroom instruction, enjoyment of learning and test anxiety).

This study makes a conceptualization of statistical models such as the factor analysis model used
in psychological research. Specifically, we describe the structure of rating scales that express
psychological attributes as representations, and specify relationships among variables that represent the
psychological attributes in statistical models. Finally, we demonstrate ontological descriptions in
constructs of academic emotions.

2. Emotions in Academic Settings

In the field of psychology, learner emotions, specifically within the context of classroom instruction and
achievement, are referred to as academic emotions (Pekrun et al., 2002). Emotions related to
achievement are defined as achievement emotions and are measured by using the achievement emotions
questionnaire (Pekrun et al., 2011). This questionnaire consists of scales related to nine emotions:
enjoyment, boredom, anger, hope, anxiety, hopelessness, pride, relief, and shame. These nine emotions
can be subdivided into two types according to their object focus: (1) activity emotions, which pertain to
ongoing achievement-related activities, and (2) outcome emotions, which concern the outcomes of
these activities. Enjoyment, boredom, and anger constitute activity emotions. The outcome emotions
include prospective outcome emotions such as hope, anxiety, and hopelessness, as well as retrospective
outcome emotions such as pride, relief, and shame.

Academic emotions are explained by referring to the control-value theory proposed by Pekrun
(2006). This theory describes emotions as sets of interrelated psychological processes composed
primarily of affective, cognitive, motivational, and physiological dimensions (Pekrun et al., 2011). The
theory appraises the subjective control and subjective value. The appraisal of subjective control relates
to perceived control of achievement-related actions and outcomes. By contrast, the appraisal of
subjective value pertains to the subjective importance of achievement-related activities and outcomes.

In e-learning environments, learning materials such as multiple-choice tests are considered as
“object focuses,” and activity emotions such as enjoyment, boredom, and anger can arise in such
settings. For example, when a learner’s mental states are estimated as “interesting” and
“comprehending,” enjoyment is expected to be the academic emotion experienced. In this situation, the
quality of “interesting” has a subjective value, which includes a quality value of positive or negative,
because subjective evaluation on the quality of “interesting” correlates to a positive/negative affection
(Acee et al., 2010). However, when an activity involves a learning material that lacks incentive value,
whether positive or negative, boredom is the expected result. The incentive value of an activity may
depend on the control that is perceived by the learner (Pekrun, 2006).

According to research on the construct of academic boredom, a learner’s perceptions of boredom
also represent a situation-dependent construct (Acee et al., 2010). Specifically, over-challenging
situations lead learners to either “task-focused” or “self-focused” boredom, while under-challenging
situations lead to more general boredom. In the research of Acee et al., the academic boredom scale
(ABS) was used to measure learners’ emotions. The ten items in ABS (ABS-10) consist of unipolar
scales that correspond to ten psychological attributes, which are listed as follows: “want something
else,” “tired of activity,” “impatient,” “frustrated/annoyed,” “apathetic,” “nothing to do,” “activity
dull,” “repetitive,” “wonder why doing this,” and “useless/unimportant.” As a result of a factor analysis
of data related to under-challenging situations, all items in the ABS-10 scale were correlated to general
boredom. By contrast, a factor analysis of data related to over-challenging situations correlated five
psychological attributes (“want something else,” “tired of activity,” “impatient,” “frustrated/annoyed,”
and “apathetic”) to self-focused boredom. The other five attributes (“nothing to do,” “activity dull,”
“repetitive,” “wonder why doing this,” and “useless/unimportant™) were correlated to task-focused
boredom. Because the variables derived from these factor analyses yield psychosocial attributes



measured through the use of rating scales, the relationships among them provide a construct of
academic emotions and their subcategories.

3. Method for Ontology Development
3.1 Role Concept

Ontological engineering is a field of computer science that supports the systematic description of
knowledge. From this knowledge-based perspective, "ontology is defined as a theory (system) of
concepts/vocabulary used as building blocks of an information processing system (Mizoguchi et al.,
1995)." In Hozo' ontology editor which is one of ontology development environment, each node
represents a whole concept and contains slots that represent part-of or attribute-of relations (Fig. 1).

Hozo helps describe role concepts wherein a role depends on the contents of each whole concept.
For example, a teacher’s role is played only in the context of school. Every slot thus has a role within a
whole concept that implies a context. In the context, a class of instances that can play a role is defined
by a class constraint and is called a role holder (Kozaki et al., 2000). In this way, the role concept
distinguishes between concepts within different contexts. Inherited role holders and class constraints
imported from other ontologies are shown in the right half of Figure 1.
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Figure 1. Legend.
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3.2 Top-level Ontology

Mizoguchi (2010) constructed a top-level ontology based on the role concept theory known as “yet
another more advanced top-level ontology” (YAMATO?). Based on YAMATO, an entity is divided
into three classes: physical, abstract, and semi-abstract. Although instances of a physical class require
3D space and time to exist, instances of an abstract class require neither. Instances of a semi-abstract
class require only time to exist, and the class contains mind, representation, content, and a
representation form.

Representations such as novels, poems, paintings, music, and symbols are distinguished from
their propositions and forms of representation (Mizoguchi, 2004). A class of representation is further
divided into primitive representation and composite representation. The composite representation has
one or more part-of slots which indicates that a subsidiary role is played by a representation. The
representation contains part-of slots that indicate a content role played by a proposition and a form role
played by a representation form. The proposition is divided into two classes: representation-primary
and representation-secondary. For example, “content of a piece of music” and “content of a novel” are
examples of the former and “content of a fact recognized by a human” is an example of latter. These
classes necessarily depend on their representation. However, instances of a representation-secondary
class, such as facts, data, and thoughts, indicate original content that should be represented. For example,
a fact designated as an event exists before it can be recognized and expressed as a representation. In this
sense, the process of human recognition, which necessarily includes sensations and perceptions, belong
to the representation-secondary class.

The main features of YAMATO are definitions of qualities and quantities, their representations,
and descriptions of their interrelationships in other top-level ontologies. Attributes of entities are
represented as qualities comprised of quality values. A quality value is divided into a class of
“categorical” and a quantity contains a quantitative quantity and a qualitative quantity. A quality is
divided into a property and generic quality, with the property being an abstraction of the generic quality

! http://www.hozo.jp
2 http://www.ei.sanken.osaka-u.ac.jp/hozo/onto_library/upperOnto.htm
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but possessing a quality value. The generic quality is divided into intrinsic generic quality and
accidental generic quality. A subclass of intrinsic generic quality is basic generic quality, which
contains quantitative generic quality and qualitative generic quality.

In YAMATO, a representation of a quality is distinguished from a real quality which exists with
an entity. Therefore, representations of qualities and quantities are defined as transformations of real
guality through an “action to measure.” The measure contains a part-of slot that indicates a “result” role
played by a primitive representation. A quality measurement is defined as a role-holder performed by a
proposition in a content role subslot of the result role slot. Through measurements, data are
approximation of real qualities and a quality value representing a true value is independent of any
measurements. Therefore, representations of a quality must be distinct from representations of a quality
obtained through measurements (Masuya et al., 2011).

4. Ontological Descriptions
4.1 Subjective Measurement

In psychometric methods that use rating scales, subjective evaluations of emotions are often expressed
as points on a scale. The rating scale and point on rating scale are displayed in Figure 2. A point on the
rating scale has a form slot that is filled by a word or pictogram and contains an additional slot in which
a number represents a scale marking. The rating scale is a composite representation comprised of
multiple points. Two points are considered anchor role-holders in which a pole subslot indicates a
perceptual large or small point.
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Figure 2. Rating Scale and its Points.

Semantic differential scales contain adjective pairs that represent perceptual qualities, each of
which indicates large or small perceptual quality values. Thus, the relationship of magnitude among
perceptual quality values can be defined through the rating scale. Furthermore, unipolar and bipolar
scales, defined as subclasses of the rating scale, contain unipolar and bipolar perceptual qualities,
respectively.

4.2 Statistical Models

To show relationships between measured data of emotions in subjective ways, statistical models are
often adopted in psychological research. In this study, we employed unique mathematical models as
well as mathematical and quality data expressions (Fig. 3) in the composite representation in
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YAMATO. The mathematical model contains a mathematical expression slot inherited from the
composite and quality data slot. Each role of the slots employs a mathematical expression and quality
data representation. In the mathematical model, the content of the quality data is defined as a modeled
attribute value, while the mathematical expression is composed of multiple variables inherited from the
component slot and constant slot. The variable role contains a representation and coefficient performed
by a number defined as a subslot.
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The quality data representation contains multiple data element role slots performed by other
representations. The content role slot is performed by the data and the measurement of the subslot
indicates the derivation. The quality data representation is divided into measured data representation,
non-measured data representation, and summarized data representation. In the measured data
representation, the content is performed by the quality measurement or subjective measurement, which
indicates quality value as a proposition. However, the content of the non-measured data representation
such as factor scores and principle component scores exists only in mathematical models. The
summarized data representation is composed of data elements played recursively by the quality data
representation, and its content is regarded as summarized data as content, which represents a
summarized value such as an average.

Figure 4 displays the hierarchy of statistical models and their subclasses. The statistical model is
divided into a univariate analysis model, bivariate analysis model, and multivariate analysis model by
cardinality of the quality data representation slot. The univariate and bivariate analysis models employ
summary statistics such as arithmetic mean, variance, covariance, and correlation. Multivariate
analyses such as multiple regression, factor analysis, and principle component analysis are defined as
subclasses of the multivariate analysis model. Objective and explanatory variables are described in a
model formula slot and have a “dependent-independent” link to indicate their correspondences. The
data to be assigned to the variables is described by a “same as” link between the content slots of
variables and the data representations.

5. Discussion and Conclusion

In this section, we discuss the validity and utility of the ontological descriptions discussed in the
previous section through a demonstration of the construct of academic boredom. The results of a factor
analysis conducted by Acee et al. (2010) indicate that academic boredom is comprised of
multidimensional and situation-dependent constructs. First, some items on the ABS-36 are correlated to
negative and positive values. Second, all items on the ABS-10 are correlated to general boredom in
under-challenging situations. The ABS-10 consists of ten items representing ten psychological
attributes: “want something else,” “tired of activity,” “impatient,” “frustrated/annoyed,” “apathetic,”
“nothing to do,” “activity dull,” “repetitive,” “wonder why doing this,” and “useless/unimportant.”
Third, in over-challenging situations, five psychological attributes (“want something else,” “tired of
activity,” “impatient,” “frustrated/annoyed,” and “apathetic”) are correlated to self-focused boredom,
whereas the remaining five attributes (“nothing to do,” “activity dull,” “repetitive,” “wonder why doing
this,” “useless/unimportant™) are correlated to task-focused boredom.

This construct of academic boredom is represented in Figure 5 and, as a subclass of the factor
analysis model, is further defined in Figure 4. Model formulae given in mathematical expressions (Fig.
3) are defined as Negative Affect-related Expression and Positive Affect-related Expression role holders,
which indicate relations between object variables and factors. The object variables contain a content
slot used by a modeled attribute value, which is defined as a proposition of a quality data representation
(Fig. 3). This means that the modeled attribute value refers to a quality value measured with a rating
scale (Fig. 2). Therefore, correlations between some items of the academic boredom scale and
negative/positive values are adequately described.

The constructs of boredom in under- and over-challenging situations are represented in Figure 5.
In the Construct of Academic Boredom in Under-challenging situation, the modeled attribute value that
is correlated to the General Boredom Factor refers to a quality value measured with a rating scale.
Types of qualities are specified by the role player in the measurement of role slot. For example, a quality
measured by the ABS-10 such as “want something else,” “tired of activity,” or “impatient” can play the
role. Similarly, modeled attribute values in the Construct of Academic Boredom in Over-challenging
situation also refer to qualities measured by the ABS-10.

This study conceptualized the three features of the boredom construct derived from the factor
analysis conducted by Acee et al. (2010). However, two issues remain. First, qualities measured by
items in the ABS lack sophistication. Second, the construct of academic boredom is uncertainly
positioned in the description of statistical models. In this study, we provided an adequate description of
relationships between modeled attribute values and quality values measured with rating scales.
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However, we did not address modeled values described by the rating scales, a topic that we hope to
examine in the future. Furthermore, we offered tentative descriptions of the constructs of academic
boredom and positioned them in the statistical models. The concepts related to these constructs
fundamentally differ from general statistical models. In other words, the constructs should be conceived
in ways similar to learner models, for example. We addressed these unresolved matters in this study.

Our ontology will enable researchers to better interpret their results and share their findings. The
descriptions we provide of constructs of academic boredom can help researchers acquire knowledge
about associations between academic emotions and psychological attributes. Because the descriptions
provided in the current study derives from only single study, their capability and range of application
are confined to a construct of the academic boredom from a viewpoint of a few researchers. However,
basic forms of statistical models which represent the constructs of academic emotions are common in
psychology. Thus the current study just proposed the descriptions as a framework of the knowledge
sharing on academic emotions. In future work, we extend our descriptions of constructs to include
various academic emotions studied in educational psychology, and conduct practical assessments of
their validity and utility through an implementation of IMS.

Figure 5. Construct of Academic Boredom.



Acknowledgements

This work was supported by JSPS KAKENHI Grant Number 25730170.

References

Acee, T. W., Kim, H., Kim, H. J., Kim, J., Hsiang-Ning, R. C., Kim, M., The Boredom Research Group (2010).
Academic Boredom in Under- and Over-challenging Situations, Contemporary Educational Psychology,
35(1), 17-27.

Arroyo, I., Cooper, D. G., Burleson, W., Woolf, B. P., Muldner, K., Christopherson, R. (2009). Emotion Sensors
Go To School. In Dimitrova, V., Mizoguchi, R., Boulay, B., Graesser, A. C. (Eds.), Proceedings of the 14th
International Conference on Artificial Intelligence in Education (pp. 17-24). Brighton, UK: 10S Press.

Kojima, K., Muramatsu, K., & Matsui, T. (2012). Experimental Study toward Estimation of a Learner Mental
State from Processes of Solving Multiple Choice Problems Based on Eye Movements. In G. Biswas et al.
(Eds.), Proceedings of 20th International Conference on Computers in Education, (pp. 81-85). Singapore:
Asia-Pacific Society for Computers in Education.

Kozaki, K., Kitamura, Y., lkeda, M., Mizoguchi, R. (2000). Development of an Environment for Building
Ontologies Which is based on a Fundamental Consideration of “Relationship” and “Role”. In Compton, P.,
Hoffmann, A., Motoda, H., Yamaguchi, T. (Eds.) Proceedings of the Sixth Pacific Knowledge Acquisition
Workshop (pp. 205-221). Sydney, Australia: University of New South Wales.

Masuya, H., Gkoutos, G. V., Tanaka, N., Waki, K., Okuda, Y., Kushida, T., Kobayashi, N., Doi, K., Kozaki, K.,
Hoehndorf, R., Wakana, S., Toyoda, T., Mizoguchi R. (2011). An Advanced Strategy for Integration of
Biological Measurement Data. In Bodenreider, O., Martone, M. E., Ruttenberg, A. (Eds.), Proceedings of
the 2nd International Conference on Biomedical Ontology (pp. 79-86), Buffalo, NY: CEUR Workshop
Proceedings.

Mizoguchi, R., Vanwelkenhuysen. J., Ikeda. M. (1995). Task Ontology for Reuse of Problem Solving Knowledge.
In Mars, N. J. I. (Eds.), Proceedings of Knowledge Building & Knowledge Sharing 1995 (pp. 46-59).
Enschede, Netherlands: 10S Press.

Mizoguchi, R. (2004). Tutorial on Ontological Engineering - Part 3: Advanced Course of Ontological
Engineering. New Generation Computing, 22(2), 193-220.

Mizoguchi, R. (2010). YAMATO: Yet Another More Advanced Top-level Ontology. In Taylor K., Meyer, T., &
Orgun M. (Eds.), Proceedings of the Sixth Australasian Ontology Workshop (pp. 1-16) Sydney: ACS.
Muldner, K., Christopherson, R., Atkinson, R., Burleson W. (2009). Investigating the Utility of Eye-Tracking
Information on Affect and Reasoning for User Modeling. In Houben, G.-J., McCalla, G. I., Pianesi, F., &
Zancanaro M. (Eds.), Proceedings of the 17th International Conference on User Modeling, Adaptation and

Personalization (pp. 138-149). Trento, Italy: Springer

Muramatsu, K., Kojima, K., Matsui, T. (2012). Ontological Descriptions for Eye Movement Data and Mental
States in Taking Computer-based Multiple-Choice Tests. In G. Biswas et al. (Eds.), Proceedings of 20th
International Conference on Computers in Education, (pp. 33-40). Singapore: Asia-Pacific Society for
Computers in Education.

Muramatsu, K., Kojima, K., Matsui, T. (2013). Ontological Organization of Academic Emotions toward
Knowledge Description and Management about Learners Mental States. In Wong, L.-H. et al. (Eds.)
Proceedings of the 21st International Conference on Computers in Education (pp. 145-150). Indonesia:
Asia-Pacific Society for Computers in Education.

Pekrun, R., Goetz, T., Titz, W., Perry, R. P. (2002). Academic Emotions in Students’ Self-Regulated Learning and
Achievement: A Program of Qualitative and Quantitative Research. Educational Psychologist, 37(2)
91-105.

Pekrun, R. (2006). The Control-Value Theory of Achievement Emotions: Assumptions, Corollaries, and
Implications for Educational Research and Practice. Educational Psychology Review, 18(4), 315-341.
Pekrun, R., Goetz, Frenzel, A. C., Barchfeld, P., Perry, R. P. (2011). Measuring Emotions in Students' Learning
and Performance: The Achievement Emotions Questionnaire (AEQ). Contemporary Educational

Psychology, 36(1), 36-48.

49



Liu, C.-C. et al. (Eds.) (2014). Proceedings of the 22" International Conference on Computers in
Education. Japan: Asia-Pacific Society for Computers in Education

Scaffolding for Self-overcoming of Impasse
by Using Problem Simplification

Naoya HAYASHI", Tomoya SHINOHARA®, Sho YAMAMOTO?, Yusuke HAYASHI?,
Tomoya HORIGUCHI® & Tsukasa HIRASHIMA®
*Graduate School of Engineering, Hiroshima University, Japan
bFarculty of Maritime Sciences, Kobe University, Japan
* naoya@lel.hiroshima-u.ac.jp

Abstract: As a support for learners who failed to solve a problem, teaching the way to solve the
problem is a general method. However, in order to realize active learning, it is a desirable way to
let learners overcome the impasse of the problem solving by themselves. Because it is usually
difficult for the learners to do it by themselves, we have proposed “problem simplification” that
is a way to find a simplified problem that is included in the original problem from the viewpoint
of problem solving. If the simplified problem can be solved by the learner, the difference
between the simplified one and the original one is the origin of the impasse. To make clear the
origin of the impasse is feasible scaffolding for self-overcoming of impasse. In this paper, firstly
we propose a framework to define simplification of problems in elementary mechanics in high
school. Then, it is introduced a support system for self-overcoming of impasse of problem
solving using the problem simplification targeting elementary mechanics. We also report a
practical use of this system in classes of a technical high school.

Keywords: Problem Simplification, Self-overcoming, Impasse, elementary mechanics

1. Introduction

Problem exercise is an indispensable step in learning of physics, mathematics and so on. When a learner
engages in the problem exercise, the learner usually has enough knowledge to solve the problems in the
exercise. However, the learner often fails to solve a problem because it is difficult for the learner to use
knowledge adequately to solve the problem. In such case, to explain how to solve the problem is a
standard method in usual teaching. This method is effective to let the learner solve the problem.
However, because the learner often accepts the way to solve the problem passively, it is not effective as
learning. In order to use failure of problem solving as an opportunity of learning, it is desirable to let the
learner to overcome the failure or impasse of the problem solving by him/herself (Polya, 1945;
Perkinson, 1984). In this paper, targeting elementary physics, we propose “problem simplification” to
support a learner to overcome his/her impasse in problem solving by him/herself.

Even if a learner cannot solve a problem in an exercise, the learner usually has almost enough
knowledge to solve the problem. Then, a few elements including the problem often cause the difficulty
for the learner to solve it. In such case, it is possible to expect that the learner can solve a problem
generated by deleting the elements in the original problem by him/herself. If the simplified problem is
solved, it is possible to specify the cause of the difficulty for the learner as the difference between the
original problem and the simplified problem. When a learner to engage in a new and difficult problem,
it has been confirmed that to make clear the difference between the difference between the new problem
and the problems that have been already solved is a promising way (Sheiter and Gerjets, 2002; Sheiter
and Gerjets, 2003). Therefore, in the case of impasse of problem-solving, we assumed that such
simplified problems are useful to overcome the impasse in solving the original problem. If the learner
can solve the original problem after solving the simplified problem, the learner was supported but didn’t
teach the way to solve the original problem. So, we call this process “self-overcoming of Impasse”.

In order to use the simplified problem in problem exercise, however, it is necessary to generate
the simplified problem from the original one. Therefore, in this research, we define “problem
simplification”. Simplified problems used in the process should be included in the original problem
from the view point of problem solving. The definition of the simplification is carried out based on
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Microworld Graph describing simplification-complication relations between physical situations
(Horiguchi and Hirashima, 2005; Horiguchi and Hirashima, 2009).

We have already implemented a system that support a learner in impasse of problem solving by
using problem simplification targeting physics of high school. Because the system is implemented on
tablet PC, it is possible to use the system in a usual classroom. We have already conducted practical use
of the system in physics class in a technical high school. 130 students in three classes were used the
system in one class time (45 minutes). Almost of them could use the system smoothly and we found
behavior of self-overcoming of impasse from more than half of them. Also to other students, we could
find focused their weak points.

This paper describes description of each problem and relations between problems in Section 2.
The problem simplification supporting for Self-overcoming of impasse is explained in Section 3. This
paper also reports a practical use of this system in classes of a technical high school and its results in
Section 4.

2. Derivative Problem

As shown in Figure 1, previous research has defined the elementary mechanics problem as “situation”
and “solution” (Okawachi, Ueno and Hirashima, 2012). Problems defined based on the situation, and
the situation has attributes, such as gravitational acceleration and mass, and operational relations which
is the relationship among attributes. The solution is defined by connecting attributes given in a problem
sentence by means of operational relations defined in the situation. We call it solution structure
(Hirashima, Kashihara and Toyoda, 1995). This is a tree structure composed of input attributes which
are leaf nodes, output attribute which is a root node, derived attributes which are the others nodes,
formula nodes which connect their attributes, and edges. Input attributes is attributes explicitly given in
a problem sentence (blue nodes in Figure 1), output attribute is attribute which learners should seek by
connecting input attributes(red node in Figure 1), and derived attributes is attributes which learners
acquired in the middle of solving the problem (green nodes in Figure 1). How to the read solution
structure in Figure 1 is that firstly “Gy” (gravitation of block A in vertical direction) is derived from
“m” (mass of the object) and “g” (acceleration of the gravity) which are input attributes, using formula
node “gravitation of block A (vertical)”, then “N” (normal force) is derived from “Gy” using formula
node “normal force”, then “f” (dynamic friction) is derived from input attribute “p” and derived
attribute “N” using formula node “dynamic friction”, and lastly output attribute “Fx” (resultant of block
A in parallel on the surface) derived from derived attribute “f” and input attribute “Tx” using formula
node “resultant of block A (parallel on the surface)”.

We call the problem which has relevance from a viewpoint of the situation or the solution,
"derivative problem" (Okawachi, Ueno and Hirashima, 2012). Automatic generation function of the
formalized derivative problems had already been developed in the previous research. In the following
subsections, the two types of derivative problems are explained.

Figure 1. Problem and Solution Structure.
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2.1 Specialized/Generalized Problem

A specialized problem is generated by specialized a certain attribute, such as an angle of inclination and
friction coefficient, which the situation of a certain problem has. This problem has simpler situation
than original problem has. The specialization is making a certain attribute into a specific value. The
solution of the specialized problem does not change from the solution of the original problem.
Therefore, this problem is included by the original problem from the viewpoint of problem solving, so if
learners can solve the original problem, they can inevitably solve the specialized problem.

A generalized problem is generated by adding a certain attribute to the situation of a certain
problem. This problem has more complex situation than original problem has. The generalization is the
opposite of specialization. The generalized problem includes the original problem from the viewpoint
of problem solving, so if learners cannot solve the original problem, they cannot inevitably solve the
generalized problem.

We use a model called a micro world graph for transition of the situation. This graph is
comprehensively described situations which are derived from a certain situation (Hirashima, et al,
1994; Horiguchi and Hirashima, 2009).

2.2 Partialized /Expanded Problem

A partialized problem has a part of solution structure of a certain problem as a solution of this problem.
This problem is generated by making derived attribute input attribute, or derived attribute output
attribute. Thus, extracting a part of solution is called the partialization. The partialized problem is
included by the original problem from the viewpoint of problem solving, so if learners can solve the
original problem, they can inevitably solve partialized problem.

An expanded problem is generated by making input attribute derived attribute, or output
attribute derived attribute. The expansion is the opposite of partialization. The expanded problem
includes the original problem from the viewpoint of problem solving, so if learners cannot solve the
original problem, they cannot inevitably solve expanded problem.

3. Problem Simplification Strategy
3.1 A Summary of Problem Simplification Strategy

One of a purpose of the problem exercises is finding where learners reach an impasse in problem
solving. For this purpose, when learners cannot solve a certain problem, they need to recognize the
origin of the impasse. In order to have learners recognize it, let us use the following idea. Considering a
problem structurally, the problem is made by complicating “a situation” or “a solution” of the simplest
problem derivatively. Therefore, more complex problem includes simpler problem from the viewpoint
of problem solving, and if learners can solve more complex problem, they inevitably can solve simpler
problem. According to this idea, we can consider that problems are made hierarchically. We call this
idea “Derivative Establishment Model of the Problem”.

Considering problems as things with such relationship, we can say that when a learner cannot
solve a certain problem, he/she cannot solve the part in this problem, not the entire. Taking a difference
between problem which a learner cannot solve and simpler problem which a learner can solve, this
difference is the origin of the impasse in solving the problem which a learner cannot solve and the part
which they should overcome. Based on this idea, if learners cannot solve a certain problem, the problem
is simplified until they find a problem which they can solve. After they find the problem which they can
solve, taking a difference between the original problem which they couldn’t solve and the simplified
problem which they could solve, they can recognize the origin of the impasse in solving the original
problem. We call this strategy “Problem Simplification Strategy”. Although it is difficult for learners to
consider combining the simplified problem and the difference as learners return to the original problem
from the simplified problem, they can easily recognize their origin of the impasse, comparing to usual
exercise. We assume that learners may overcome their impasse of the original problem which they
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couldn’t solve by themselves without some teaching activities, by tackling the problem with their being
conscious of their origin of the impasse and recognizing the relationship of the problems, because
learners usually have enough knowledge to solve the problems in the exercise. On the other hand, if
they cannot overcome their impasse of original problem, they lead to efficient learning by learning
again focusing on their origin of the impasse.

“The Problem Simplification Strategy” has two functions which get learners to recognize the
difference between the problem which they couldn’t solve and the problem which they could solve. One
is “the Difference Extract Function”, and the other is “the Difference Connect Problem”. We describes
these functions in 3.2 and 3.3.

3.2 Difference Extract Function

In problem simplification strategy, the learning environment sets learners simpler problem by only one
step when they cannot solve a problem. If they can solve the simpler problem, they tackle again the
original problem by only one step. Since the simplified problem which a learner could solve and
original problem which a learner couldn’t solve have strong relationship, they are expected to tackle the
original problem using simplified problem. However, for this purpose, they need to recognize the
relationship of the problems. Therefore, by lining up the simplified problem which a leaner could solve
and the original problem which a learner couldn’t solve and highlighting difference between those, the
learning environment has learners be conscious of the difference. This function is called “a Difference
Extract Function”. By using this function, the learners may be able to be not only aware of difference
between the simplified problem which they could solve and the original problem which they couldn’t
solve, but also may be able to solve the original problem by using simplified problem.

3.3 Difference Connect Problem

We can assume that there are learners who cannot overcome the impasse in solving the original
problem, even if they use “a Difference Extract Function”. In this case, the learning environment set
them “a Difference Connect Problem”. This problem is a problem which connects the simplified
problem which they could solve and the original problem which they couldn’t solve.

It is assumed that a problem which a learner couldn’t solve has a part which they cannot solve
somewhere in a solution. Because the difference connect problem has such part as a solution of this
problem, this problem is a problem which connects a solution of problem which a learner could solve
and a solution of problem which a learner couldn’t solve. The solution of this problem is generated by
taking the difference of the solution of problem which a learner could solve and problem which a
learner couldn’t solve, i.e., solution structure of problem which a learner could solve and problem
which a learner couldn’t solve. Although the difference connect problem is one of a partialized
problem, unlike usual partialization, partialization in generating the difference connect problem is
performed so as to focus on the part which they cannot solve in a solution. We assume that if learners
recognize where the part as their origin of the impasse is and connect this part and problem which they
could solve, they can solve problem which they couldn’t solve. If learners cannot overcome their
impasse in solving problem which they couldn’t solve through “Difference Extract Function”, the
learning environment sets them “a Difference Connect Problem”.

If learners cannot solve “a difference connect problem”, this problem is specialized/ partialized
based on “Problem Simplification Strategy”. By repeating this, they can find the part which they cannot
solve more appropriately.

There are three kinds of the difference connect problem as follows. In case the relation between
problem which a learner could solve and problem which a learner couldn’t solve is partialization and
expansion, the difference connect problem is (1) a problem whose solution is lost by partialization
(Figure2). In case the relation between problem which a learner could solve and problem which a
learner couldn’t solve is specialization and generalization, the difference connect problem is (2) a
problem which have learners derive attribute omitted by specialization (Figure3 (a)), and (3) a problem
which have learners use operational relation changed by specialization (Figure3 (b)).
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Figure 2. A Difference Connect Problem in Case the Relation between Problem which A Learner
could solve and Problem which A Learner couldn’t solve is Partialization and Expansion.

Figure 3. Difference Connect Problems in Case the Relation between Problem which A Learner
could solve and Problem which A Learner couldn’t solve is Specialization and
Generalization.

3.4 Support System for Self-overcoming of Impasse

We had created support system for the self-overcoming of impasse. This system is a system which
performs a problem exercise that a natural situation for taking the difference into consideration by
“Problem Simplification Strategy”. This system has first problems and can automatically generate
simplified problems. This system is implemented on a tablet PC that excels in carrying and been able to
use anywhere, taking it into consideration that this system is used at actual schools.

Firstly, learners select a first problem prepared by this system which they should tackle. It is
desirable that this problem be a little difficult for the learners. If they cannot solve this problem, they
can systematically simplify (specialized/partialized) this problem by only one step based on “Problem
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Simplification Strategy”. And so, if they can solve simplified problem, the difference extract function
get them to pay attention to a difference between problem which a learner could solve and problem
which a learner couldn’t solve. This difference is the origin of the impasse in solving problem and this
system specifies this difference. Then, they tackle again the original problem which a learner couldn’t
solve and aim to overcome an impasse of solving the problem by only one step. Then, if they cannot
solve the original problem once more, this system sets them “a Difference Connect Problem”. If they
can solve this problem, they tackle again the original problem. If they cannot solve “the Difference
Connect Problem”, they can simplify (specialized/partialized) this problem based on “Problem
Simplification Strategy”. Repeating this flow, this system encourages learners to learn with them
considering the difference between problems.

On this system,
(1) If learners cannot solve a certain problem, this problem is simplified.
(2) After learners can solve simplified problem, through “a Difference Extract Function” or “a
Difference Connect Problem”, they tackle the original problem.
(3) Learners can solve the original problem.
While the above a series of activities, this system only sets learners problems, not teaching how to
solve. Furthermore, since learners overcome the problem which they could not solve once, when such
activity has been seen, it is assumed that the self-overcoming of impasse has been done.

4. Practical Using Targeting National Collage Students

4.1 A Purpose and Method of Practical Using

We had used the system in class of dynamics at National Collage in a period. This purpose is that we
confirm, from a questionnaire and a log, whether “a Problem Simplification Strategy” used by this
system is valid support for the self-overcoming of impasse in actual school or not.

The subjects are freshmen of National College of maritime technology. They are 130 people in
three classes. A method of practical using is as following;
(1) operation explanation of a system (10 minutes)
(2) system exercise (20 minutes)
(3) post-questionnaire (10 minutes)
The post-questionnaire is shown in Table 1.

We prepare three problems as first problems. These problems are checked by learners’ teacher
and are got his assent.

Table 1: The post-questionnaire for learners.

No. Question

@) Do you like mechanics?

2) Are you good at mechanics?

3) Do you think that this exercise is useful for learning of mechanics?

@) Solving the problem which was set after answering correctly, did you use the
problem which you could solve as a reference?

5) Was the problem that was set after making a mistake easier than the problem
you mistake?

(6) Was solving the problem that was set after making a mistake useful for solving
the problem you made a mistake?

@) What was especially a good point of this system, you comparing this system
with exercise books that you have used in the past?

®) Did it make your motivation to tackle the problem exercise increase that you
can select the problem to solve next?

9 Were you easy to use this system?

(10) Did using this system make your impression of the mechanics better?

(11) Do you want to go on such exercises in the future?
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4.2 A Result

We used 103 persons’ data as valid data, excluding the subjects who cannot be identified from the log
and who have a defect in a questionnaire. The result of post-questionnaire is shown in Figure 4. For
each item, we treated "I think so very much" and "I think so" as a positive opinion, and "I do not think
so" and "I do not think so much" as a negative opinion. We done sign test for each item. This result is
that there is no significant difference in question No.10, a significant difference in No.9 (p < 0.05), and
there are significant difference in the others (p < 0.01). In question No.7, there are 33 learners who
described contents that they grasp the intent of the exercise. Except the question No.10, questions are
positive opinions about this system and are statistically significant. About the question No.10,
considering many learners feel reluctant in learning mechanics and this practical using is in only a
period, we can interpret this result that about 40 percent of the learners had changed the impression of
mechanics by using of this system as not a negative result for this exercise.

Counting the log in valid data, the total number of problems which this system set is 2432. 360
of these are problems which learners could solve, 1899 of these are problems which they couldn’t solve,
and remaining 173 problems are problems which were not marked because of the time-out and which
had a system trouble before marking. And so, there were 53 kinds of problem which the learners had
tackled. The average time in which learners tackled a problem was 46.98 seconds (SD = 82.25). There
are 23.61 problems which a learner had tackled (SD =13.09). We can say that learners can tackle many
problems. This is because, we assume, how to tackle one problem depends on learners, e.g. tackling the
same problem repeatedly or simplifying problem which they cannot solve. In addition, we assume that
the average time in which learners tackled a problem is slightly short because of not taking time so
much while resolving a problem which they couldn’t solve. Besides, we assume that three first
problems prepared by us are the problems of suitable difficulty for learners because they cannot solve
all first problems.

No.11

No.1
No.2
No.3
No.4 ?' B I think so very much
No.5 I think so
No.6 | I do not think so
No.8 | E ] do not think so much
No.9 | unanswered
No.10 :
T

0% 20% 40% 60% 80% 100%

Figure 4. The Result of Post-questionnaire.
4.3 A Learners’ Type Classification

We classify a learner’s behavior by these features from log data. We call learners who had done the
self-overcoming of impasse in “Problem Simplification Strategy” “learners having done the
self-overcoming of impasse”, learners who had recognized their challenge by finding problem which
they can solve “learners having revealed a challenge”, and learners who hadn’t solved any problems
“learners not having solved any problem”. Each learner’s distribution is shown in Table 2.

There are 29.42 problems which a learner in “learners having done the self-overcoming of
impasse” had tackled (SD =11.22). (The breakdown of this is as follows; the average number of
problems which he/she could solve is 5.29 (SD =2.87). The average number of problems which he/she
couldn’t solve is 22.37 (SD = 9.56). The rest are problems which were not marked because of the
time-out and which had a system trouble before marking.) The average time in which learners tackled a
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problem was 38.14 seconds (SD = 60.52). There were 6.65 kinds of problem which the learners had
tackled (SD = 2.61). The ratio of these learners is 60%, and they are learners who had done the
self-overcoming of impasse as defined in this research. Because this system only set learners problems
in this problem exercise, we assume that their solving problem which they couldn’t solve is that they
could do the self-overcoming of impasse. Since the 60 % of whole learners could do such activity, we
assume that the expected effect of support for the self-overcoming of impasse using “Problem
Simplification Strategy” is demonstrated. The number of problems which “learners having done the
self-overcoming of impasse” had tackled is also more than one of the other learner groups.

There are 19.86 problems which a learner in “learners having revealed a challenge” had tackled
(SD =11.03). (The breakdown of this is as follows; the average number of problems which he/she could
solve is 1.60 (SD =0.92). The average number of problems which he/she couldn’t solve is 16.34 (SD
=9.73). The rest are problems which were not marked because of the time-out and which had a system
trouble before marking.) The average time in which learners tackled a problem was 58.45 seconds (SD
= 82.33). There were 6.34 kinds of problem which the learners had tackled (SD = 2.66). The ratio of
these learners is a little over 20%. Because these learners couldn’t do the self-overcoming of impasse,
the average number of problems which they could solve for them is less than one for “learners having
done the self-overcoming of impasse”. Since “Learners having revealed a challenge” could solve a
certain problem, it can be said that they have knowledge required to solve this problem and can use it.
Then, it can be said that the difference between problem which they could solve and problem which
they couldn’t solve is the challenge to be overcome for the learners, and besides, this challenge for the
learners have been elicited. We can't suggest that it is effective for the learners to overcome this point by
using our system clearly because our system doesn’t teach them how to overcome the challenge for
them. However, we suggest that the problem exercise using “Problem Simplification Strategy” is useful
for these subjects in order to clarify the challenge. Also, we insist that it is important to expand the
functions which teach them directly so that they overcome their challenge as necessary.

There are 9.47 problems which a learner in “learners not having solved any problem” had
tackled (SD = 7.24). (The breakdown of this is as follows; the average number of problems which
he/she couldn’t solve is 8.31 (SD =6.59). The rest are problems which were not marked because of the
time-out and which had a system trouble before marking.) The average time in which learners tackled a
problem was 111.43 seconds (SD = 185.83). There were 3.36 kinds of problem which the learners had
tackled (SD =1.49). The ratio of these learners is a little under 20%. We can consider them as students
which don’t have the basic knowledge of mechanics. “Problem Simplification Strategy” has the aims of
the promotion of understanding the relationship between problems for the student with the knowledge
required to solve this problem. “Learners not having solved any problem” must have been taught the
knowledge required to solve this problem by classes. However, we can presume that they don’t have the
knowledge or they cannot use the knowledge for solving problems. Therefore, we can't suggest that it is
valid for them to perform this problem exercise. However, we suggest that it is indirectly valid for them
to perform this problem exercise because of suggesting that they need a method of learning other than
problem exercise. Although outside the scope of this research, it is also important to teach such learners
when we consider the overall support of learning of mechanics. Besides, we can consider that we can
integrate teaching such learners with our problem exercise with an affinity.

From the above, we confirmed the self-overcoming of impasse through this practical using.
However, we still haven’t demonstrated a learning effect of this strategy. So, we need to confirm it in
the future issue.

Table 2: A Learners’ Type Classification.

Alearners’ type The number The ratio of the whole
classification. of people
Learners having done the 61 59.22%
self-overcoming of impasse
Learners having revealed a 23 22.33%
challenge
learners not having solved 19 18.45%
any problem

57



5. Conclusion and Future Issues

In this paper, we suggest “Problem Simplification Strategy” as support for the self-overcoming of
impasse. This is a way to aim to do the self-overcoming of impasse by learner’s dividing a problem into
the part that can be solved and not solved. We designed and developed support system for the
self-overcoming of impasse implemented this strategy. Besides, we had done a practical use of this
system in classes of a technical high school. This result shows that this strategy can use as problem
exercise and is valid as support for the self-overcoming of impasse because the ratio of “learners having
done the self-overcoming of impasse” is 60%. Our main future works are (1) verification of the learning
effect of the scaffolding with problem simplification by comparing with the usual problem exercise and
(2) design of a fading method of the scaffolding.
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Abstract: The goa of this paper was to examine affect-related factors and its relationship
with student learning while tutoring an agent called SimStudent. These affect-related factors
are the negativity of student self-explanations, the incidence and persistence of student
affective states. Secondary school students who were part of this study were asked to teach
their SimStudents solve algebra equations and make them pass all the quizzes. Results
revealed that students failed to learn which led us to investigate other factors that could have
attributed to this failure. Although the non-negatively valenced self-explanations did not have
significant relationships with the students' learning gains, the self-explanations were helpful
in terms of mathematical content and they generally exhibited positive attitudes when giving
the self-explanations. Students also tended to perform better with higher levels of good
confusion. Higher levels of boredom were associated with poorer learning. Boredom and
confusion were the most persistent but both did not have significant rel ationships with student
learning. Though the negative correlations of the negative self-explanations, incidence and
persistence of boredom vis-avis learning were not significant, the findings imply that
negativity is linked to students’ poor performance.

Keywords: Affect, SimStudent, learning by teaching, self-explanation

1. Introduction

SimStudent is an algebra-solving teachable agent that learns problem-solving skills from examples
(Matsuda et a., 2011; Carlson, Matsuda, Koedinger & Rose, 2012). A student, who acts as the
tutor, gives aproblem in aform of mathematical equations with variables which a SimStudent tries
to solve one step atime (Matsuda et d., 2012c). Researchers have used SimStudent to investigate
learning and the factors that affect learning, e.g. competition (Matsuda et a., 2013), meta-
cognitive help (Matsuda et a., 2014), deep vs. shalow learning (Matsuda et d., 2012c), quality of
self-explanations (Matsuda et al., 2012a) and others. This paper investigates the relationship
between affect and learning among students using SimStudent.

Affect refers to a positive or negative mental state coupled with some combination of
physiological arousal, cognitive evaluation, and behavioral expression (Picard, 2000). Affect is
interesting because its role is encompassing; be it in decision-making, in perception, in human
interaction, or in human intelligence (Picard, 2000). There is an interplay between affect and
learning and this claim is supported by recent reports made by affective neuroscience and
psychology which suggest that human affect and emotional experience are important as they can
influence how humanslearn (Ahn & Picard, 2005).

In this paper, we narrate a SimStudent deployment that failed to help students learn. We
then examine the reationship between student achievement and the following affect-related
factors:negativity of student self-explanations, incidence of student affective states, and persistence
of student affective states.
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2. SimStudent

SimStudent is a teachable agent that helps students learn linear equation problem-solving skills by
teaching (Matsuda et al., 2011). It has been tested and redesigned several times, resulting in
insights regarding the effects of learning by teaching and related cognitive theories to explain
when and how students learn by teaching (Matsuda et d., 2012a; Matsuda et a., 2012b; Matsuda
et al., 2013).

SimStudent is a synthetic pedagogica agent that acts as a peer learner. It learns
procedurd skillsfrom examples. SimStudent attempts to solve a problem given by the student one
sep at atime. If SimStudent cannot perform a step correctly, it asks the student for a hint. To
respond to this request, the student has to demonstrate the step.

This study used the self-explanation version of SmStudent, where the SimStudents ask
their tutors to provide explanations for their tutoring decisions, e.g. “Why should | do this
problem?” or “But | tried that move earlier. Why doesn’t it work now?” Students could choose a
response from a drop-down list or create freeform responses. SimStudents do not understand these
self-explanations. It was included in this version to see the effect of self-explanation for tutor
learning.

3. Methods
3.1 Participants

The study took place in one high school in Davao City, Philippines. Two (2) first year high school
(Grade 7) sections with an average of 36 students per class were enlisted in this study. All
students were taking an algebra class. There were 72 study participants in all with ages ranging
from 12 to 14. The average age of the participants was 13.5 years old.

3.2 Sructure of the study

The actual experiment was comprised of one session designed for the SimStudent orientation and
pre-test, three 60-minute sessions for the actual use of SimStudent in the computer |aboratory, and
one session for post-test and debriefing.

When students used the software, they tutored their SimStudents in solving equations with
variables on both sides. They were informed that their goa was to help their SimStudents pass al
four (4) sections of the quiz.

3.3 Measures

There were three types of data collected during the experiment: written test data, system logs, and
human observations. Students took pre- and post-test before and after the intervention. Three
versions of isomorphic tests, tests A, B, and C, were randomly used to counterbalance the test
differences in the pre- and post-tests. The test was divided into five parts. Parts 1, 3, and 5
constituted procedural knowledge while parts 2 and 4 constituted conceptua knowledge. We only
used the procedural test scores as the learning outcome measure for the current analysis.

The system automatically logged al of the participants activities including problems
tutored, feedback provided, steps performed, examples reviewed, hints requested, and quiz
attempts.

Finally, human observers noted students affect and behavior as they used SimStudent.
Observers followed the Baker-Rodrigo Observation Method Protocol (BROMP) 1.0 (Ocumpaugh,
Baker & Rodrigo, 2012). The behaviors of interest were On Task, Giving/Receiving Answers,
Other On Task Conversation, Off Task Conversation, Off Task Solitary, Inactive and Gaming while
the affective states were Boredom, Confusion, Delight, Surprise, Flow, Frustration, and Neutral.

%Post-test score — %oPre-test score (1)
1 — %Pre-test score

Normalized gain
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4. Student achievement

Of the 72 participants, only 50 had complete test scores and log data. The analysis that follows is
limited to this subset.

As dready mentioned earlier, this deployment of SimStudent failed to help students learn.
The mean scores of the procedural skill test and their standard deviations are shown in Table 1. The
result of the pre-test and the post-test showed that the students did not learn from SimStudent. The
average normalized gain was -0.18. Students did not have any classroom instructions between the
pre-test and post-test.

Table 1. Mean Test Scores + SD for Pre-test and Post-Test

Pre-test (%) Post-test (%)
37.63+ 10.67 35.58 + 11.38

With p=0.42, the difference between the pre-test and post-test of the students was not
datigtically significant.

5. Affect-related factorsand their relationshipswith student learning

In this section, we examine severa affect-related factors and their relationship with learning.
These include the poor quality of student self-explanations, negative attitudes towards SimStudent,
and negative affective states.

5.1 Valence of Self-explanations

There is evidence that self-constructed explanations could be an effective way to facilitate learning
because the students are able to reflect in the process when they work out the examples themselves
based on prior knowledge (Chi, 1996; Matsuda et a., 2012a). Occasiondly, SimStudent asked the
students what, how, and why questions. Students made their responses by typing their answers or
instructions on the given placehol der.

Students' self-explanation responsesto SimStudent were classified into 8 categories using a
Self-Explanation Coding Manual by Carnegie Mellon University. Eight (8) (N1, N2,.., N8) different
codes were used to classify the type of explanation. Table 2 shows the coding scheme along with
the summary of the results of the self-explanations.

Table 2. Coding Scheme for Classifying Self-Explanations

Code Description Totd %

The input must include a math concept-oriented explanation why the

N1 | student entered the problem, why SimStudent’s performance was| 53 | 11.57
wrong, or why the student did a parti cular demonstration.

N2 ;rr;% ; gﬁ)qut only provides a math-related explanation of how to solve the 259 | 56.55
The input blames SimStudent for an incorrect action on the current

N3 . 10 | 218
problem solving process.

N4 The input is related to math but is vague and abstract. It does not 26 568
include a math-concept-oriented justification for the student’ s action. '
The input is an admission on the part of the student that he/she made a

N5 mistake 1 0.22

N6 Theinput is an admission on the part of the student that he/she does not 5 109
know the answer to SimStudent’ s question. '

N7 The input does not address SimStudent’ s question or the input is just a 104 | 2271
number.

N8 | Theinput does not fit into the other categories. 0 0

61



Code | Description Totd [ %
Total 458 100

Two coders independently labeled 651self-explanations based on the coding scheme.
Inter-rater reliability was acceptable with Cohen’s Kappa=0.66. The 651 self-explanations were
produced by 50 students who completed the pre-test and post-test. Four hundred fifty-eight (458)
self-explanations were retained after discarding the disagreements between coders.

We computed for the percentage of helpful self-explanations per student using the
following formula

(N1+N2)/ Total Labels )

Helpful self-explanations are students' explanations that were found appropriate in terms
of mathematical content.

The percentages of helpful self-explanations were correlated with the individual learning
gain of the students. We found that there was no correlation between the helpfulness of sdlf-
explanations and learning (r=0.04; p=0.94)

Was there perhaps a link between the emotional valence of the self-explanations and
learning? In other words, could students positive or negative attitudes towards SimStudent be
related to the students skills in math? Working independently, two coders labeled the 651 self-
explanations for valence. A self-explanation was labeled as negative if it manifested negative
emotions like anger, fear, and frustration (e.g. shouting at the tutee by typing in all caps like “I
DON'T KNOW HOW, I'M NOT GOOD IN MATH”", using exclamatory marks LIKE “multiply
3" not answering, giving irrelevant answers like “loser”, and the like). A self-explanation was
labeled non-negative if it was polite, patient or neutral (e.g. “You shall subtract 2 in both sides’,
“Yes, transfer 6 to the right side”’, “yes’, “no”). Inter-rater reliability was acceptably high, with
Cohen’'s Kappa=0.78

After discarding the disagreement between coders, 554 self-explanations labeled for
valence remained. Sixteen percent (16%) (89 out of 554) of the total self-explanations had
negative valence. On the other hand, eighty-four (84%) (465 out of 554) had positive valence.

The percentages of self-explanations labeled as negative valence were correlated with the
learning gains of the students. We found a low negative correlation between negative self-
explanations and learning (r=-0.27) however the correlation was not significant (p=0.56).

5.2 The incidence of boredom and confusion

Isit possible that poor learning gains were related to the incidence and persistence of confusion or
boredom? Both confusion and boredom are interesting as previous studies have shown their
relationship to learning (Baker, D’ Méello, Rodrigo & Graesser, 2010; D’ Mello & Graesser, 2012).
Confusion has a positive and negative dimension. It has been found that positive or good confusion
can motivate learners to exert more effort to learn while negative or bad confusion can cause
learners to give up and disengage from alearning task (D’ Mello & Graesser, 2012). Boredom has
been found to lead to poor learning gains (Rodrigo et al., 2009; Baker, D’Mello, Rodrigo &
Graesser, 2010) and non-productive learner behaviors like gaming the system (Baker, D’ Mdllo,
Rodrigo & Graesser, 2010).

As mentioned earlier, 72 students participated in this experiment. For every ten of these
students, one pair of affect observers used the Baker-Rodrigo Observation Protocol Method
(BROMP) to note the affective states of the students. Unfortunately, only one pair of coders had an
acceptable inter-rater agreement, with Cohen’s Kappa=0.77. Data from three students was excluded
because they had no pre- or pogt-tests. Hence, for this section, data from only 7 students was
included.

With atotal of 78 observations, the average for each of the affective state per student was
computed to determine the incidence of the affective states. This was further averaged across dll
seven (7) students and the computed average boredom affect was 13.31% (SD=0.06) while the
average confusion affect was 6.57% (SD=0.04).
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Learning gains and boredom had a moderate negative correlation (r=—0.61) but this
relationship was not significant (p=0.14). Similarly, learning gains and confusion were moderately
correlated (r=0.54) but the relationship was not significant (p=0.21). Although not statistically
significant, the directionality of the correlations was interesting. Students who tend to be confused
tend to do better on the post-test, while students who are bored tend to do worse.

The positive correlation of confusion and learning gains implies that students may have
experienced a good form of confusion.

5.3 Persistence of boredom and confusion

Finaly, we tried to determine whether the persistence of affective states was related at al to
learning gains. We computed each affective state’ s transition likelihood metric L (D’Mello, et d.,
2005), which is statistically equivaent to Cohen’ s Kappa.

L iscomputed as follows:

Pr (NEXT | PREV) — Pr (NEXT) 4
(1 - Pr(Next)) “)

L =

The L value for each student was computed for a given transition, followed by the mean
and the standard error across students. Using the two-tailed test for one sample, we can then
determine if a given transition is significantly more likely than chance (chance = 0), given the base
frequency of the next state.

Both boredom-boredom and confusion-confusion transitions were not significant (Table 4).

Table 4. L-Values and SD for Confusion and Boredom

Affective State L-Vaue Standard Deviation p
Boredom 0.11 0.22 0.34
Confusion 0.02 0.14 0.99

The L values of boredom and confusion were correlated with the learning gains of the
students. The results showed that there was a moderate negative correlation between boredom and
the learning gains however the relationship was not significant (r=-0.46, p=0.28). The relationship
between confusion-confusion and learning gains was practically zero and not significant (r =-0.01
p=0.98).

6. Summary of Contributions, Limitations, and Future Work

The goal of this paper was to investigate the relationship between student learning gains and
affect-related factors. Since student pre-test and post-test scores were not significantly different,
we attempted to examine some of the factors that may be related to students' failure to learn. We
first examined the quality of students self-explanations. Magjority of the students self-
explanations were helpful in terms of mathematical content. Sixty-nine (69%) of the total self-
explanations deliberately instructed SimStudent how to solve the agebra equations. However, the
percentages of helpful self-explanations were not significantly correlated with the students
learning gains.

We then examined the valence of the sdf-explanations. The large majority of self-
explanations (84%) were non-negative, i.e. students generaly gave helpful, constructive advice.
The percentages of negatively valenced sdf-explanations and learning gains were negatively
correlated but the relationship was not significant.

We examined whether certain affective states were related to students lack of
achievement. Although the correlations were not significant, student confusion tended to be
correlated with performance while boredom tended to be correlated with poorer learning.
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Finally, we examined first whether certain affective states persisted and whether there was
arelationship between the student achievement and the persistence of the boredom and confusion.
We found that boredom and confusion tended to persist, although the persistence of these affective
states was not significant. There were also no significant relationships between persistent boredom
and learning gains aswell as persistent confusion and learning gains.

Though none of the correlations were significant, the overall trend of the findings imply
that negativity goes with poor performance. Negative self-explanations, incidence of boredom, and
the persistence of boredom were negatively corrdated with the students learning gains.

For future work, additiona, reliable human observations would be very helpful.
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Abstract: We investigated the interplay between confusion and in-game behavior among
students using Newton’s Playground (NP), a computer game for physics. We gathered data
from 48 public high school students in the Philippines. Upon analyzing quantitative field
observations and interaction logs generated by NP, we found that confusion among students
was negatively correlated with earning a gold badge (solving a problem with objects under
par), positively correlated with earning a silver badge (solving a problem with objects over
par), and positively correlated with stacking (drawing numerous small objects to reach the
objective), a form of gaming the system.

Keywords: Confusion, student affect, Newton’s Playground, learning, in-game behavior

1. Introduction

In recent years, researchers have been investigating the state of confusion among learners using
intelligent tutoring systems. Confusion, or cognitive disequilibrium, is defined as the uncertainty
about what to do next (D’Mello et al., 2005). It occurs when a student encounters stimuli or
experiences that fail to meet expectation (D’Mello, Lehman, Pekrun, & Graesser, 2014) and plays an
important role in the learning process because cognitive disequilibrium “has a high likelihood of
activating conscious, effortful cognitive deliberation, questions and inquiry that aim to restore
cognitive equilibrium (Craig, Graesser, Sullins, & Gholson, 2004; D’Mello et al., 2008).” Confusion
is actually useful when it spurs learners to exert effort deliberately and purposefully to resolve
cognitive conflict. If the learners are successful, they return to a state of flow — complete immersion
and focus upon the system (Csikszentmihalyi, 1990). However, confusion may also be negative. If
unresolved, confusion can lead to frustration or boredom, and students may decide to disengage from
the learning task altogether (D’Mello & Graesser, 2012). Previous studies have shown confusion to
correlate positively with learning gains (Craig et al., 2004; D’Mello et al., 2014). Extended periods of
confusion, however, were associated with negative learning outcomes (Lee, Rodrigo, Baker, Sugay,
Coronel, 2011).

This study explores student in-game events that may be indicative of student confusion within
Newton’s Playground (NP, described in detail in Section 2), a computer game for physics. NP
requires the player to guide a green ball to a red balloon by drawing simple machines on the screen
with colored markers controlled by the mouse. The software has been used previously for stealth
assessment of creativity, persistence, and conceptual physics understanding (Shute & Ventura, 2013).
The studies found significant improvement in terms of conceptual physics understanding among
students that played the game, depending on how engaged they were (or how many levels they
attempted to play) during gameplay (see Shute, Ventura, & Kim, 2013). Additional studies are using
Newton’s Playground to examine the relationship between student affect, in-game behavior, and
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mastery of physics concepts. This exploratory study examines human observations alongside logged
student-software interactions to determine what in-game events correlate with student confusion.

2. Study population, system, and data collection methodology
2.1 Participant Profile

We conducted a study to measure the relationship between a variety of affective and cognitive
variables. Data was gathered from 60 eighth grade public school students in Quezon City, Philippines.
Students ranged in age from 13 to 16. As of 2011, the school had 1,976 students, predominantly
Filipino, and 66 teachers. Of the participants, 31% were male and 69% were female. Participants were
asked to rate how frequently they played video games and watched television on a scale of 1 (not at
all) to 7 (everyday, for more than 3 hours), and the resulting average frequency of gameplay is 3.2 (in
between a few times a month, and a few times a week), and the resulting average frequency of
watching television is 5.9 (in between everyday, but for less than 1 hour, and everyday, for 1-3 hours).
Participants were asked for their most frequent grade on assignments, and on a scale of 0 (F) to 4 (A),
the average most frequent grade of the participants is 3.1 (B).

2.2 The Software

Newton’s Playground (NP) is a computer game for physics patterned after Crayon Physics Deluxe. It
was designed to help secondary school students understand qualitative physics (Shute & Ventura,
2013). Qualitative physics is a nonverbal conceptual understanding of how the physical world
operates, along the lines of Newtonian physics. Qualitative physics is characterized by an implicit
understanding of Newton’s three laws: balance, mass, and conservation and transfer of momentum,
gravity, and potential and kinetic energy (Shute et al., 2013).

NP is a two-dimensional computer-based game that requires the player to guide a green ball to
a red balloon. Two example levels are shown in Figure 1, the level on the left requiring a pendulum,
and the level on the right requiring a lever. The player uses the mouse to nudge the ball to the left and
right (if the surface is flat), but the primary way to move the ball is by drawing or creating simple
machines on the screen with the mouse and colored markers. The objects come to life once the object
is drawn. Everything obeys the basic rules of physics relating to gravity and Newton’s three laws of
motion (Shute et al., 2013).

Figure 1. Examples of Newton’s Playground levels.

The 74 levels in NP require the player to solve the problems via drawing different simple
machines, representing agents of force and motion: inclined plane/ramps, levers, pendulums, and
springboards. Again, all solutions are drawn with colored markers using the mouse. A ramp is any
line drawn that helps to guide a ball in motion. A ramp is useful when a ball must travel over a hole.
A lever rotates around a fixed point, usually called a fulcrum or pivot point. Levers are useful when a
player wants to move the ball vertically. A swinging pendulum directs an impulse tangent to its
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direction of motion. The pendulum is useful when the player wants to exert a horizontal force. A
springboard (or diving board) stores elastic potential energy provided by a falling weight.
Springboards are useful when the player wants to move the ball vertically.

Gold badges versus silver badges. Some levels in NP have multiple solutions, which means a
player can solve the level using different agents. Gold badges are awarded when a player solves a
problem “under par;” that is, under a limit set for a specific solution. For example, a level may be
solved using a ramp, with a par of 1 object, or a lever, with a par of 3 objects. If a player solves the
level with more objects than par, he receives a silver badge. Gold badges suggest that the player has
mastered the agent relevant to the given level. Silver means the player may not have fully mastered
the agent yet.

Stacking. During pilot testing, Shute et al. (2013) reported that it was possible to game the
system to succeed without using the target knowledge (Baker, Corbett, Koedinger, & Roll, 2006) by
drawing many tiny objects that stack up, propelling the ball upward until it reaches the target. This
behavior is called stacking. The log files capture stacking actions on levels where the player did this
(Shute et al., 2013).

2.3 The Interaction Logs

We collected two types of data during the study: interaction logs and human observations. During
gameplay, NP automatically generates log files. Each level a student plays creates a corresponding log
file, which tracks every interaction the student has with the game in terms of particular counts and
times for selected features of gameplay. These features include but are not limited to:

e Time spent on the level in seconds,

Number of in-level restarts,

Number of objects drawn in a solution attempt,

Whether the level was ultimately solved,

Whether or not the player earned a gold or silver badge, and

Whether or not a player was stacking, a form of gaming the system — the systematic misuse of
system features to advance through the learning materials without learning the content (Baker et
al., 2006) — within Newton’s Playground

Each of these variables provides useful information about students’ gameplay behaviors, which can
then be used to make inferences about how well they are doing in the game (Shute et al., 2013).

2.4 The Observation Protocol

The Baker-Rodrigo-Ocumpaugh Monitoring Protocol (BROMP) is a protocol for quantitative field
observations of student affect and behavior. BROMP is a holistic coding procedure that has been used
in thousands of hours of field observations of students, from kindergarten to undergraduate
populations. It has been used for several purposes, including to study the engagement of students
participating in a range of classroom activities (both activities involving technology and more
traditional classroom activities) and to obtain data for use in developing automated models of student
engagement with Educational Data Mining (EDM) (Ocumpaugh, Baker, & Rodrigo, 2012). Within
BROMP, each student observation lasts 20 seconds, and the observers move from one student to the
next in a round robin manner during the observation period.

The affective states observed within Newton’s Playground were concentration, confusion,
frustration, boredom, happiness, delight, and curiosity. The behaviors observed were on-task, off-task,
stacking, and a behavior called without thinking fastidiously (WTF), a behavior in which, despite a
student’s interaction with the software, “their actions appear to have no relationship to the intended
learning task (Wixon, Baker, Gobert, Ocumpaugh, & Bachmann, 2013).” The analysis of the
behaviors, however, is outside this paper’s scope.

The inter-coder reliability for affect was acceptably high with a Cohen’s (1960) Kappa of
0.67. The typical threshold for certifying a coder in the use of BROMP is 0.6, established across
dozens of studies as well as the previous affective computing literature.
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2.5 Procedure

Before playing Newton’s Playground, students completed a 16-item multiple-choice pretest for 20
minutes. Students were then assigned a computer on which they would play NP. Students played the
game for two hours, during which, two trained observers used BROMP to code student affect and
behavior. A total of 36 observations per participant per observer were collected. Videos of
participants’ faces were also recorded during gameplay. After completing the two hours of gameplay,
participants completed a 16-point multiple-choice posttest for 20 minutes. The pretest and posttest
were designed to assess knowledge of physics concepts, and has been used in previous studies
involving Newton’s Playground (Shute et al., 2013).

The pretest and posttest scores were tabulated and averaged. Students scored an average of
6.02 out of 16 in the pretest, and 6.02 out of 16 in the posttest. While these results suggest that NP did
not seem to help increase knowledge of physics concepts, the researchers noticed that students were
answering the posttest hurriedly. The posttest scores may thus not reflect an accurate knowledge
assessment. It is important to note, however, that significant pretest-to-posttest improvements were
reported in three previous studies that also used NP. Students in these studies used NP for longer
periods of time.

3. The Relationship between Student Confusion and In-game Events

In order to investigate how students mastered content in Newton’s Playground, we made use of the
interaction logs recorded during gameplay to analyze student performance. Of the 60 participants,
data from 12 students were lost because of faulty data capture and corrupted log files. Only 48
students had complete observations and logs. The analysis that follows is limited to these students.

The BROMP observations were tabulated, and the percentage of each affective state per
student was calculated. Boredom, confusion, and frustration were three of the more commonly
observed affective states, besides concentration.

All interaction logs were passed through a parser to arrange log events in tab-delimited text
files. These text files were then run through a filter to get per student, per level, per attempt
summaries, such as total time spent, total number of restarts, total number of objects drawn, etc.
Finally, the information was collapsed to form per student vectors that summarized the students’
entire interactions with the game. Each vector included the following attributes, which are indicative
of mastery:

e Gold badge - percentage of level attempts solved, earning the student a gold badge
e Silver badge - percentage of level attempts solved, earning the student a silver badge
e  Stacking — percentage of level attempts wherein a student was flagged for stacking

These three attributes, among about thirty other gameplay features, were correlated with the
percentage of confusion, based on the human observations. Because the number of tests introduces the
possibility of false discoveries, Storey’s adjustment was used as a post-hoc control. Storey’s
translates the p-value to a g-value, which represents the probability that the finding was a false
discovery. Among the results, earning a silver badge was positively correlated with confusion, while
earning a gold badge was negatively correlated, and stacking was positively correlated with
confusion. Table 1 shows their correlations, p-values, and g-values. Note that the findings were still
significant even after the post-hoc correction was applied.

Table 1: Correlations between student interaction and confusion, their p-values, and g-values.

Silver badges Gold badges Stacking
Correlation 0.32 -0.29 0.31
p-value 0.03 0.04 0.03
g-value 0.02 0.03 0.03

The opposite relationship between gold and silver badges and confusion is interesting. Recall
that solving a level under par earns a player a gold badge, while solving a level with more objects than
par, no matter how many are drawn, earns the student a silver badge. As mentioned earlier, earning a
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gold badge is indicative of mastery of the four agents being used in the game. Mastery of these agents
goes beyond knowing what agents to use, as in many cases, different agents can be used to solve the
same level. Mastery also entails proper execution of the drawing, and being able to keep the number
of objects under par. A player has to be very precise in his understanding of various aspects of the
agents (e.g. how massive an object must be and from what height it must be dropped onto a
springboard in order to propel the ball towards the target) Students who have mastered the agents do
not have to experiment for prolonged periods of time with drawing different objects to see which
agents will propel the ball closer to the balloon.

If a student has not yet mastered the agents, however, he may end up making more guesses,
experimenting by drawing different objects until the ball reaches the balloon, and ends up earning a
silver badge. Understanding the solution could help the student gain mastery of the agents, but finding
a solution merely by chance may contribute to making him even more confused.

The other interesting observation was the positive correlation between confusion and
stacking, which, as mentioned earlier, is a form of gaming the system within NP, a behavior
associated with negative affect. Previous studies have found confusion to have no significant effect on
gaming the system (Baker, D’Mello, Rodrigo, & Graesser, 2010). This correlation, however, suggests
that the more confused a student is, the more likely he is to stack. Stacking indicates a lack of mastery
of the physics agents.

4. Conclusions and Future Work

In this study, we attempted to identify in-game events that may relate to confusion among students
playing Newton’s Playground. Students played NP for two hours while two BROMP coders labeled
student affect and behavior. These observations were then analyzed alongside NP interaction logs. In
our analysis, we found that confusion was negatively correlated with earning a gold badge but
positively correlated with earning a silver badge, and that stacking and confusion are positively
correlated. This implies that, within our population, students who are confused lack of mastery of
physics concepts. They solve problems inefficiently, using more objects than necessary. On the other
hand, students who develop mastery of physics concepts are able to solve the NP problems with an
optimal number of objects.

This study is the first of many analyses done on the data set, and is part of a bigger
investigation. As such, there are several next steps to take from this work. One avenue is to
disambiguate good and bad confusion, and find what student behaviors are indicative of each.
Learning benefits can be derived from episodes of good confusion (D’Mello & Graesser, 2011). Bad
confusion, on the other hand, has no pedagogical value (D’Mello & Graesser, 2011).

It would also be interesting to explore how student boredom manifests itself within NP.
Boredom is defined as an “unpleasant, transient affective state in which the individual feels a
pervasive lack of interest in and difficulty concentrating on the current activity” (Fisher, 1993).
Boredom has been associated with poorer learning (e.g. Craig et al., 2004) and problem behaviors,
such as gaming the system (e.g. Baker et al., 2010).
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Abstract: The popular technology for the information recommendation of books or web pages
is based on taste information from many users, but it is important to be based on difficulty and
proficiency for the recommendation of learning materials. We have developed an algorithm to
estimate difficulty of learning materials and proficiency of learners, for recommendation
considering difficulty of learning materials. The algorithm wuses only a bipartite
learner-material graph that consists of the reader relations with materials and learners. In this
paper, we describe how to make an accurate data to evaluate the estimated difficulty, and
report about the result that evaluated the precision of our proposed algorithm.

Keywords: Personalized recommendation, learning materials, difficulty estimation

1. Introduction

Most of mainstream information recommendation systems use content-based filtering or collaborative
filtering based on the past behaviors of users, and may use hybrid filtering that redeems their defects
and capitalizes on their respective strengths. Both the filters are based on taste information from many
users. In recommendation for learning materials, the recommender systems that based on taste
information of users might recommend the materials too difficult to a user. They might recommend
the materials too easy adversely. The recommender system for learning materials desires to
recommend the materials that have suitable difficulty for users. Therefore we propose new filtering
based on difficulty of learning materials and proficiency of users. As you can see in figure 1, we
propose also a recommender system that adopts pipelined hybrid filtering. Our proposed system
recommends the learning materials suitable for proficiency of users after having narrowed down
candidate materials by users' taste information.

2. Related Work

Durand, Belacel and LaPlante (2013) proposed a learning path recommendation algorithm using
graph theory based model. This approach focuses on ways to search for potential learning paths. We
suggest that a new and good learning material would be hard to be recommended by affected by old
learning paths. Ghauth and Abdullar (2010) and Guo, Erdt and Lee (2013) proposed a learning
materials recommendation algorithm based on difficulty of materials. Their recommender systems ask
to learners to specify a difficulty level. Among other examples, there is a difficulty based
recommender system for recommending games on mobile phones (Skocir et al., 2012).

3. Algorithm to Estimate Difficulty and Proficiency

3.1 Summary of Estimation Algorithm

Our algorithm does not use contents of learning materials at all. It only use the reading relations that
denote who read which materials. The reading relations are expressed in bipartite graph like figure 2,
and we call it a learner-material graph. Even if learning materials may be acquired no contents, this

algorithm can make it a target of recommendation by combining with collaborative filtering like
figure 1 because it can estimate difficulty and proficiency without using the contents of the learning
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Figure 1. A Proposed Recommender System that Adopts Pipelined Hybrid Filtering.

Figure 2. To Estimate Difficulty and Proficiency Using Learner-Material Graph.

materials. One of feature of this algorithm is to be able to simultaneously estimate difficulty of
learning materials and proficiency of learners, but the estimation algorithms based on contents can
estimate only difficulty. In addition, this algorithm is similar to PageRank (Page, Brin, Motwani and
Winograd, 1999) and HITS (Kleinberg, 1999) that are popular webpage ranking algorithms, in
concept to use a link structure of the graph network. The elemental algorithm performs based on the
following hypotheses.
» Hypothesis 1: A learner reading a lot of learning materials of a domain should know a lot about
the domain.
» Hypothesis 2: A learning material read by learners that have much knowledge should be difficult,
and a material read by learners that do not know a lot should be easy.
» Hypothesis 3: A learner reading difficult learning materials should know a lot, and a learner
reading easy materials should not have much knowledge.
At first, proficiency of learners is estimated by hypothesis 1. Next, based on hypothesis 2, difficulty of
learning materials is calculated from proficiency of the learners. Then proficiency is recalculated from
difficulty of the materials by hypothesis 3. Hypothesis 2 and 3 are influenced by each other. The
calculations based on hypothesis 2 and 3 are repeated until the calculation result converges.
Hypothesis 1 and 3 are expressed as:
P.= 4, (1)

i€l
where p, is proficiency of the learner u and di is normalized difficulty of the learning material i

and |, is a set of learning materials read by the learner u. The initial value of di is 0.5. The
difficulty value d, of hypothesis 2 is written as:
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d =Y (p,-05) )

uey;

where P, is normalized proficiency of the learner u and U, is a set of learners who read the material

I . The normalization values of di and p, are found by dividing the deviation value by 100.

3.2 Improve of the Algorithm

We will define difficulty of learning materials and proficiency of learners before we describe an
improved algorithm. The premise to estimate difficulty of learning materials and proficiency of
learners is for recommending the learning materials. Therefore, in this study, we define the term
“difficulty of a learning material” as presupposed knowledge quantity necessary to get most
knowledge with the learning material, and define the term “proficiency of a user” as knowledge
quantity that the user has about the domain of the learning materials and the associated domain.

The obtained values of difficulty and proficiency from elemental algorithm are relativity, and
then there are not the direct relations in each other's values. Therefore the values are hard to be
handled to recommend learning materials, because the value of difficulty of the learning material
suitable for a learner who has a proficiency value is unclear. In addition, the elemental algorithm does
not consider the order of that a learner read learning materials. The algorithm improved from
elemental algorithm considers the order and estimates how learners acquire knowledge, for
improvement of precision. Specifically we add hypothesis 4 and revise hypothesis 2 and 3 because a
learner that has much knowledge might read an easy material.

« Hypothesis 4: A learning material read by expert learners while they are beginners should be easy.
¢ Hypothesis 2": A learning material read by learners that have much knowledge should be difficult.
» Hypothesis 3": A learner reading difficult learning materials should know a lot.

Furthermore, the improved algorithm makes it clear that the difficulty value of the learning
material suitable for a learner is near to the proficiency value of the learner because the improved
algorithm uses a same unit of the values of difficulty and proficiency by changing methods of
calculation and normalization. Figure 3 and 4 show the difference of the estimation methods between

Figure 3. The Difference of the Methods for Proficiency Estimation.

Figure 4. The Difference of the Methods for Difficulty Estimation.
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Figure 5. The Amount of Knowledge Acquired by Learner u

elemental algorithm and improved algorithm. The improved algorithm estimates the amount of
knowledge acquired by the learner that reads a learning material. We describe the flows of estimation
of the amount of acquisition knowledge by using figure 5. Learner U acquires knowledge from initial
proficiency p,(0) to p,(3), when the learner reads in order of learning material i1, i2, i3. p,(n)
is the proficiency value of learner u after having read the n-th learning material. Ap, as the amount
of knowledge acquired by reading learning material i depends on p, at that time:

Ap, = Ap, max: g (P 4/aRmex )
where Ap, maX is the height of the curve and o, is the width of the curve. For example, quantity of
knowledge Ap,(p,(0)) is slightly lower than Ap. max because p,(0) is lower than d,;, and then
P, is given by p,(2) = p,(0)+Ad,(p,(0)). The initial value of proficiency p,(0) is tentatively
the difficulty value of the learning material that is read by U at the beginning in this study. However,
p,(0) is the difficulty value of the next learning material if the next material is easy than first
material. Therefore, although p,(0) is lower than d,; in figure 5, p,(0) is d,, accurately. Maximum
quantity of acquirable knowledge Ap, max and a spread of target scope o; are tentatively unity

values, although the calculation methods of them are under consideration. As you can see in figure 4,
a learning material gets some candidate difficulty values from the learners who read it. Most learners
should have proficiency higher than or comparable with the difficulty value d,, because d, means

quantity of knowledge necessary to read learning material i . Therefore, in this study, d; is tentatively
the middle value with the minimum and the median of the proficiency values of each learners.

4. Evaluation of Difficulty Estimation

We evaluated precision improvement between the elemental algorithm and the improved algorithm.
The evaluation of estimation precision is relative evaluation. We compared the order of values
estimated by the algorithm with the order of accurate data. We gathered and created the
learner-material graph that represents the relations between web pages written about programming
language C and the users that bookmarked them from social bookmark site “Hatena Bookmark”
(http://b.hatena.ne.jp/) that is famous in Japan. The learners of the graph are the bookmark users, and
the learning materials of the graph are the bookmarked web pages. Although our proposed algorithm
is able to estimate not only difficulty of learning materials but also proficiency of learners, we
evaluated only difficulty estimation because it is impossible to appreciate accurate proficiency of the
bookmark site users. We would like to evaluate the learner proficiency estimation of our algorithm by
letting the subject, whose accurate proficiency is known, use the bookmark site in the long term.

4.1 Accurate Difficulty Values of Learning Materials for Comparing with Estimated Data

We extracted the partial graph from the learner-material graph at random because to get accurate
values of difficulty of all-bookmarked pages increases in cost. A scale of the learner-material network
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is 6,079 learners, 16,016 materials and 40,145 bookmarks. Their bookmarks have “C language” tag.
We have decided the target page count of getting accurate value as 30 in consideration of workload of
the subjects. We randomly selected 50 pages from the web pages that were bookmarked by over 30
users, because the pages may include inappropriate contents and have broken links. There were no
pages including inappropriate contents, but 9 pages were not found or not available. Then we
randomly reselected 30 pages from the 41 pages. All extracted web pages are technical contents about
C programming and consist of blogs, news articles, reference pages, curated pages and so on.

We calculated accurate difficulty values from the results of the experiment evaluated by
subjects that are learning C language. The subjects are 42 undergraduate students that learn
information science, university freshmen are 13 people, second year students are 14 people and third
year students are 15 people. The experiment was carried out in December 2013, and freshmen did not
yet study a class of the C language at that point in time. Therefore we assume that the subjects consist
of beginners and intermediate graders. The subjects firstly glanced through a web page for around 10
seconds and then evaluated in 5-point scale how much knew the contents of the page by oneself (Q1).
The subjects secondly read the page and then evaluated in 4-point scale whether it was a useful page
for oneself (Q2). The scales of Q1 are “not to know at all (0%)”, “know a little (25%)”, “know half
(50%)”, “know most (75%)” and “know at all (100%)”. The scales of Q2 are “1) almost useless”, “2)
useless a little”, “3) helpful a little”, “4) very helpful”. We confirmed that the self-evaluation of
understanding became low as the young year students and the tendency of the frequency distribution
of Q1 and Q2 became different, by analyzing the answers of all subjects for 30 pages. Therefore we
calculated accurate difficulty values of learning materials from the answer data, using Item Response
Theory (IRT). We used 1 parameter logistic model because we need only simple indicator of
difficulty. The binary response data represents whether a subject is able to understand a learning
material. Specifically, if answer in Q1 is 0% then the binary data is 0, but answer in Q2 also is 3) or 4)
then it is 1. The probability of a correct response item | in the Rasch model is given by:

1
p; ()= 4)
1+exp(-Da(6 - b))

where 6 is the standing on the underlying trait and b, is the difficulty of item j. The variable a is

the parameter of the logistic curve. We estimated accurate difficulty from the binary response data
with rasch function of R software package “ltm” (Rizopoulos, 2006). Table 1 shows the difficulty
values of the learning materials in descending order of difficulty.

4.2 Results

We evaluated difficulty rankings precision by comparing accurate difficulty ranking, and table 2
shows result of improved algorithm. We applied some measures such as NDPM (Yao, 1995) and
Spearman's rank correlation. NDPM measure will give a perfect score of 0 when estimated ranking
completely agrees with accurate ranking, and will give a worst score of 1 when reversed estimated
ranking completely agrees with accurate ranking. A score of 0.5 represents that there is no correlation
between estimated ranking and accurate ranking. The Spearman’s rank correlation coefficient would
be near 1 when estimated ranking and accurate ranking have positive correlation. -1 is a negative
correlation and O is no correlation. Therefore, as you can see in table 3, the difficulty ranking
estimated by improved algorithm is better than elemental algorithm. We implemented simple
content-based algorithm for evaluation. This algorithm estimates difficulty of a web page from
difficulty of terms and frequency of terms about C language in the page. We defined difficulty of
terms from the page number of index of the best-known book (Kernighan and Ritchie, 1988) in

Table 1: Accurate difficulty values of the partial learning materials.

Label M1 M2 M3 | M4 M5 M6 | M7 M8 M9 | M10
Difficulty 119 1 071 | 049 | 039 | 0.19 | 0.00 | 0.00 | -0.31 | -0.41 | -0.41
Label M1l | M12 | M13 | M14 | M15 | M16 | M17 | M18 | M19 | M20
Difficulty -0.51 | -061]-061)-094|-132]-132|-147|-162|-180| -1.80
Label M21 | M22 | M23 | M24 | M25 | M26 | M27 | M28 | M29 | M30
Difficulty -2.00 | -2.00 | -2.23 | -2.23 | -2.51 | -2.51 | -2.51 | -2.51 | -2.89 | -3.51
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Table 2: Estimated difficulty ranking and values with the improved algorithm.

Label M1 M2 M3 | M4 | M5 | M6 | MY M8 | M9 | M10
Ranking 1 5 14 8 16 2 7 19 11 6
Difficulty 2.798 | 2.619 ] 2.590 | 2.612 | 2.583 | 2.629 | 2.614 | 2.565 | 2.610 | 2.615

Label M1l | M12 | M13 | M14 | M15 | M16 | M17 | M18 | M19 | M20
Ranking 28 12 27 4 20 18 10 25 15 9
Difficulty 2.553 | 2.605 | 2.553 | 2.624 | 2.564 | 2.570 | 2.610 | 2.559 | 2.585 | 2.611

Label M21 | M22 | M23 | M24 | M25 | M26 | M27 | M28 | M29 | M30
Ranking 26 3 17 13 21 23 22 30 29 24
Difficulty 2.558 | 2.629 | 2.583 | 2.591 | 2.564 | 2.563 | 2.563 | 2.550 | 2.552 | 2.560

Table 3: Evaluation difficulty rankings by each ranking measures.

Metrics Improved Algorithm | Elemental Algorithm |Content-Based Algorithm
NDPM 0.289 0.332 0.499
Spearman’s Correlation 0.576 0.468 -0.07

Japanese edition. We suppose that the reason to become worse estimation precision of content-based
algorithm is that the algorithm is too simple.

5. Conclusions

We have described difficulty estimation algorithm to recommend learning materials. The evaluation
result of difficulty estimation of our improved algorithm is better than elemental algorithm. We would
like to improve the algorithm more and develop a learning material recommender system using the
algorithm. Bookmark data of a social bookmark site is untrustworthy because a user may bookmark
an unread page. We think that read pages should estimate difficulty and proficiency. Unread
bookmarks are suitable to be re-recommended because a learner certainly has an interest in the
bookmarked learning materials.
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Abstract: Understanding students’ interactions with Intelligent Tutoring Systems (ITSs) allows
us to improve the system as well as our pedagogical practices. Engaging students in tutorial
dialogues is one of the strategies used by ITSs, which has been proven to improve learning
significantly. This paper presents preliminary findings of a project that investigates how
students interact with the tutorial dialogues in EER-Tutor using interaction videos in addition to
eye-gaze data. We discuss some frequent misconceptions and behaviors student exhibited.
Students usually focus on correcting one error at a time and then immediately submit their
solutions to get feedback, thus not taking advantage of opportunities to reflect on what they
have learnt. Based on the results, we identify several future directions of work on using
eye-tracking for on-line adaptation.

Keywords: Substep-based Tutor, Tutorial Dialogues, Eye Tracking

1. Introduction

Studies of human one-on-one tutoring suggest that the student’s behavior is a stronger predictor of
learning gain than the tutor’s behavior (Chi et al., 2001). Therefore, it would be beneficial to understand
how students interact with ITSs. However, most evaluation studies involving ITSs focus on their
effectiveness and do not explore student behavior deeper. In recent years, researchers have started
analyzing student behaviors such as “gaming the system”, or investigating how students attend to
feedback (Baker et al., 2009; Conati, Jaques and Muir, 2013; Kim, Aleven & Dey, 2014).

We are interested in students’ behavior while they solve problems in conceptual database
modeling. EER-Tutor (Zakharov, Mitrovic & Ohlsson, 2005) is an ITS that teaches conceptual database
design. We have enhanced EER-Tutor with tutorial dialogues (Weerasinghe, Mitrovic & Martin, 2009),
which engage the student in discussing a mistake made. Tutorial dialogues help students learn relevant
domain concepts as well as reflect on their errors. Many studies have shown the benefits of tutorial
dialogues, such as (Evans & Michael, 2006; Graesser, 2011; Weerasinghe, Mitrovic & Martin, 2010).

Because we are mainly interested in the effect of dialogues on student behavior, we focus on
students’ actions following tutorial dialogues. For example, do students follow advice given in
dialogues about how to correct errors? Verbal protocol analysis has been the dominant technique to
analyze human tutoring. In this work, we analyzed student-system interaction videos and eye-tracking
data. We describe our study and the version of EER-Tutor used in the following section. Section 3
presents the findings, while the final section presents our conclusions and future work.

2. Study

The interface of EER-Tutor (Figure 1) shows the problem statement at the top, the toolbox containing
the components of the EER model, the drawing area on the left, and the feedback area on the right.
Students’ diagrams are checked for constraint violations on submission. The model for supporting
tutorial dialogues is out of the scope of the current paper, and we refer the interested reader to
(Weerasinghe, Mitrovic & Martin, 2009) for details. When a student makes one or more mistakes, s/he
is presented with a tutorial dialogue. The problem statement, toolbar and drawing area are disabled but
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visible for the duration of the dialogue, and the error is highlighted in red in the diagram. In the situation
illustrated in Figure 1, the student has incorrectly modeled facility as a regular entity type, and
EER-Tutor has highlighted it and provided a tutorial dialogue related to that error.

Figure 1. EER-Tutor interface after submission — the tutorial dialogue appears on the right

A dialogue consists of a sequence of questions, each with several possible answers. Such
structure of tutorial dialogues allows multiple aspects of a single error to be discussed. The student
answers by selecting an option, or asks for additional help (by selecting the “I’m not sure” option).
Dialogues consist of the following prompt types:

o Conceptual (CO): discusses the relevant domain concept independently of the problem context. This
is shown in Figure 1: the student has modeled facility as a regular instead of a weak entity type, so the
conceptual prompt shown is asking about the basics of regular entities.

o Reflective (RE): aims to help students understand why their action is incorrect in the context of the
current problem. For example, if the student answers the prompt in Figure 1 incorrectly, the RE
prompt requires the student to specify why facility is not a regular entity type.

e Corrective action (CA): gives the student an opportunity to understand how to correct the error. For
the error in Figure 1, the CA prompt is asking the student to specify the best way to model the facility
and giving different options. Not all dialogues have this prompt type.

o Conceptual reinforcement (CR): allows the student to review the domain concept learnt. For the error
in Figure 1, the CR prompt asks the student to identify the difference between a weak entity and a
regular entity from the given options. Again, this is a problem-independent prompt.

The participants were 27 students enrolled in a database course at the University of Canterbury
(9 females), aged from 18 to 50 years old (mean = 23.8, sd = 7.3). All participants had normal or
corrected-to-normal vision. During the week prior to our study, the participants had used EER-Tutor in
a regular lab session. Each participant was given a NZ$20 voucher and took part in the study
individually. One student was excluded because no eye-tracking data was collected

We used a version of EER-Tutor modified slightly to make eye tracking easier. A calibration
phase with the eye tracker (Tobii TX300) was carried out at the beginning of the session. The
participants could work on three problems and were free to move between problems. They were
instructed to attempt all problems and to submit their solutions regularly. Each student was given 50
minutes to solve the problems. The mean session length was 49 minutes (sd = 3.1 min).

We have previously analyzed the difference in behavior between novices and advanced
students on all three problems in (EImadani, Mitrovic and Weerasinghe, 2013). In this paper, we focus
on the first problem only (shown in Figure 1), and analyze the actions the students take immediately
after tutorial dialogues. The mean time spent on the first problem is 16.1 minutes (sd = 8.7 min), with
students making an average of 6.2 submissions (sd = 5.3). 17 students successfully completed the
problem, three of whom had solved it previously and re-did it for the study.
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We focused on the video segments beginning when the student submits his/her answer for the
final dialogue prompt and ending when the student next submits their solution to the same problem, the
session ends or the student switches to another problem. There were 111 such segments.

3. Findings

The completeness of the solutions at the point the students first asked for feedback varied. Nine
participants submitted complete solutions as their first attempt (only one was error free). One student
submitted a solution excluding connectors, participations, and cardinalities. This student may have
wanted to check that s/he has the correct entities, relationships, and attributes before thinking about the
associations between them. Relationship attributes were left out from otherwise complete solutions by
four students, highlighting the concept’s complexity.

We investigated the errors made when answering the final dialogue prompt, which represent
common or deep misconceptions. These errors were made by more than one student, or made several
times by the same student. There is a lack of understanding of the differences between regular and weak
entity types, and related concepts. For example, each weak entity type must have exactly one
identifying relationship type. Two participants mixed up which relationship type belonged with which
entity type. Students also show misunderstanding about which key type belongs to which entity type.

The cardinality ratio of relationships is a similarly difficult concept. There were nine situations
where students indicated that in order to determine the cardinality ratio of a relationship, you must ask
how many instances of an entity participate with another entity. This is incorrect as you must think in
terms of a single instance of the second entity. One student made this error four times (two of which
were in consecutive dialogues but pertaining to separate errors), which suggests that the student was not
applying the tutorial dialogue content beyond correcting the current error.

Participation is a concept related to the cardinality ratio, so students may confuse the two. Five
students thought that when determining the participation of entities in a relationship type it was
necessary to consider how many instances of an entity participate with a single instance of another
entity. On the contrary, it is necessary to consider whether every instance of an entity participates in
relationship instances. One student answered this prompt incorrectly twice despite being able to correct
the participation the first time s/he saw the prompt. This indicates that s/he may be relying on the fact
that there are two participation options and so just chose the other one to correct the error.

Once the student receives the final message of a dialogue, s/he can go back to editing the
diagram. Regardless of whether the student reads or looks at that final message, the red error
highlighting is almost always the next focus of attention. This visual cue is therefore beneficial to
students as they are able to quickly locate the error and concentrate on its correction. In addition, for
cases where there is no error highlighting on the diagram, the students fixate on the toolbar or problem
statement straight away. This is consistent with the type of errors made, for example submitting a
solution with a missing entity type and therefore searching for it in the problem statement.

There were 20 students who answered the final prompt correctly and fixed the error (in 60.4%
of all segments). After the tutorial dialogue, the student is free to change the diagram. We identified
several common patterns of changes done:

attempts_fix: the student addresses the error but incorrectly

fix: the student corrects the error

check: the student inspects his/her solution or rearranges diagram components
similar: the student corrects a similar error

related: the student makes related changes

other: the student continues working on other parts of the solution

problem: the student looks at the problem statement

wrong_issue: the student tries to fix the error by addressing the wrong issue

A correction is attempted in 93.7% of segments, with 82.0% of these fixes being correct (made
by 22 students). There were seven segments during which the student did not attempt to correct the error
but switched to a different problem instead. One participant did not understand the tutorial dialogue.
After completing the dialogue, s/he examined the text of the problem and all components of the
diagram, and then attempted creating another entity type which was not necessary. The participant was
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clearly confused; s/he even looked at the other two problems before submitting the unchanged solution.
This particular situation is illustrated in Figure 3 as a gaze plot generated by Tobii.
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Figure 3. A gaze plot illustrating confusion

We also analyzed sequences of patterns following tutorial dialogues. There are 20 students who
performed the submit-fix-submit sequence (row a in Table 1). That is, the student submitted his/her
solution (submit), went through the tutorial dialogue, corrected the error (fix) and submitted the solution
again (submit). A gaze plot illustrating this kind of situation is given in Figure 4. The student has
submitted a solution with two mistakes, and received a dialogue about one of them. Upon completing
the dialogue, the student quickly corrected their mistake, and submitted the modified solution for
checking immediately. In this particular situation, there was another similar mistake in the solution, but
the student has not taken the time to check the other parts of the solution.

Therefore, the dialogues may be encouraging shorter interaction sequences. Most participants
addressed one error at a time and submitted their solutions to be checked immediately. With the
exception of one student, students who solely followed this interaction pattern saw at most two
multi-level dialogues (eight students in total). The next most frequent sequence (Table 1, row d) adds a
single step, where the student checked his/her solution themselves before asking EER-Tutor for
feedback. The other interaction patterns are shown in Table 1.

If the student has learnt from the dialogue, s/he should also be able to fix similar errors in the
solution. This occurs in 7.2% of segments by six students (Table 1, rows g, j, k). These participants
fixed the errors that are either the addition of missing constructs (relationship and cardinality) or
correcting participation, cardinality or relationship type. Three of these students had also answered the
final dialogue prompt correctly as well as fixing the error discussed in the dialogue (5.4% of segments).

If the student is reflecting on what s/he has learnt in a dialogue, s/he should be able to make
related changes required. A related change is needed if the type of entity is changed for example, as the
corresponding key and relationships would need modification. In 13.5% of segments, other related
changes are required but these related changes are only made in 5.4% of segments (Table 1, rows i and
m). Interestingly, there are no cases where a student fixed similar errors as well as made the required
related changes. This is probably due to the relatively small number of components in this problem as
there were limited opportunities to fix similar errors.

In 12.6% of segments, the student made further additions/deletions/changes to his/her solution
prior to submission. These are situations in which the student continued to work on the problem or
presumably decided to narrow the scope of his/her solution in order to focus on addressing the error
discussed by the tutorial dialogue. 11 students demonstrated this behavior (Table 1, rows e, h, i, k-m).

There are cases where the student attempted to correct an error but did so by addressing the
wrong issue (Table 1, rows ¢ and I). One student, for example, had the wrong cardinality ratio but
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changed the participation instead. A similar situation occurred where a student had the wrong
relationship type and, despite answering the corrective action prompt correctly, changed the cardinality
on one side of that relationship. In that situation, the student got the same dialogue again because the
system selects the most frequent error. The student then addressed the error by removing the cardinality
s/he just added and changed the participation for another relationship. It is not until the next submission
that the student corrected the error, suggesting s/he finally focused on and/or understood the dialogue
content. Another student had a missing relationship attribute and, instead of adding it, changed the
relationship type. The tutorial dialogue explicitly mentioned that this relationship was modeled
correctly and fixations appeared on the feedback area when this text is displayed. This suggests that the
student may not have fully comprehended the dialogue.
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Once the student has corrected or attempted to correct the error, ideally s/he should check the
rest of the solution before submitting. Students inspected their solutions or rearranged diagram elements
prior to submission in 19.8% of segments (Table 1, rows d, h, j and m). This kind of behavior was
performed by 12 distinct students, at various stages of solution completion, ranging from one
participant who checked the solution after each correction (two occasions in total) to a participant who
checked the solution irregularly (after six out of 21 dialogues seen).

Table 1. Interaction sequences

Pattern Segments | Distinct Students
submit - fix - submit 20

submit - attempts_fix - problem - submit
submit - attempts_fix - wrong_issue - submit
submit - fix - check - submit

submit - fix - other - submit

submit - fix - problem - submit

submit - fix - similar - submit

submit - attempts_fix - other - check - submit
submit - fix - related - other - submit

submit - fix - similar - check - submit

submit - fix - similar - other - submit

submit - fix - wrong_issue - other - submit
submit - fix - related - other - check - submit

= »
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Following the submission of a correct solution, EER-Tutor gives a final feedback message:
“That’s correct, well done!” From the eye-tracking data, we noticed that 59% of students who
completed the problem read the feedback message whereas 24% only briefly looked in its direction. We
had expected students to reflect on their correct solutions, but only 18% of students looked at and/or
moved the cursor around the canvas or problem statement.

4. Conclusions and Future Work

Understanding students’ interactions with an ITS allows us to improve the systems as well as our
pedagogical practices. We presented a study in which we investigated how students interact with
tutorial dialogues in EER-Tutor, using eye-tracking data. When a student submits a solution for
checking, EER-Tutor selects an error to be discussed via a tutorial dialogue. We analysed the effect of
the dialogue on the student’s actions following the dialogue.

We found that most participants fixed the error discussed in the tutorial dialogue, and asked for
feedback immediately. By focusing on the discussion of a single error, we may be encouraging this
submit-fix-submit pattern. We also observed that students did not always reflect on their solutions after
correcting the discussed error or successfully solving the problem. There are therefore opportunities for
reflection that students do not take advantage of. If the system can identify the lack of reflection, (e.g. by
identifying missed opportunities to improve the solution by fixing similar errors), the system can
prompt the student to reflect and make these further changes. In addition, if the student demonstrates
repeated behavior patterns, it may be beneficial to point out this behavior and to emphasize the
importance of reflection. When analyzing the data from the study we also identified several minor
improvements to the wording used in problems and dialogues used in the study.

Eye tracking provides a wealth of information which allows for further improvement of ITSs.
We discussed a situation when the student did not understand a tutorial dialogue and was confused as
the result. In such situations, the ITS could provide additional support, in the form of examples or
additional explanations. Our future work will involve further studies of student behavior in EER-Tutor
and enhancements to the system.
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Abstract: We used subjective assessments from learners as well as eye trackers for gaze
analysis to investigate and analyze differences between two cases: when learners were
presented with a writing process, such as on a chalkboard, and when only the final results of
writing were presented. The results indicate a relation between subjective learner assessment
and gaze. More specifically, there were differences in gaze between learners who reported that
watching the writing process was beneficial to learning and those who reported otherwise. We
discuss the influences on understanding that result from showing the writing process and
propose new ideas for presentation named “information push” and “information pull”.

Keywords: gaze, eye tracker, writing process, chalkboard, slide

1. Introduction

As a method of presenting information in class, the slide presentation or chalkboard is often used.
Although slides have many benefits, not a small number of teachers and learners prefer classes with
traditional chalkboards in preference to presentation slides(Yanagisawa & Fukuda, 2008), and many
teachers use their experience, knowledge, and teaching skill to determine how a variety of information
should be presented to learners.

One of the predominant features of the traditional methods of presenting information on a
chalkboard is that learners watch information presentation as it is being written(Brown, 2012; Jones, et
al., 1994). Research is currently being performed that focuses on such features to examine the benefits
of presentations that incorporate representations of the writing process(Bandoh et al., 2002; Kurihara,
2006).

We consider that chalkboard presentation represents a visualization of the thought process, and
thus is far richer in educational information than simple presentation of final results. Presentation slide
has advanced features such as animations, but these features are simply methods for drawing attention
or mechanically creating sequential divisions, and do not reflect the structure or thought process behind
the object being displayed. Showing this process has meaning with regard to understanding, and is
different from presentation of completed forms or mechanical step-by-step presentations.

We focused on learners’ gaze as fundamental data for elucidating the benefits of presenting the
writing process(Okazaki et al., 2013). For presentation materials, we selected prime factorization and
geometric proofs as topics for experimental problems where displaying the writing process can be
examined in relation with comprehension of the topic. We used subjective assessments from learners as
well as eye trackers (a system for following the path of a person’s gaze) (Duchowski, 2007; Ohno,
Mukawa & Yoshikawa, 2002) for gaze analysis to investigate differences between the case where
learners are presented with the writing process, such as writing on a chalkboard, and the case where
only the final results of the writing are presented.
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2. Methods

We used the following method to measure participants’ gaze. Tobii T60 Eye Tracker was used to track
gaze(Tobii T60 & T120 Eye Tracker, 2013). This eye tracing system is a standalone eye tracking unit
integrated in a 17-inch TFT monitor. No sensors or other hardware elements are visible to distract the
user. The system detects user’s gaze by both bright and dark pupil tracking eye tracking technique with
60Hz data rate and typical 0.5 degrees accuracy.

Participant gaze was measured by the following method. There were 16 participants (12 men
and 4 women). Experiments were performed over 4 days: November 22, November 29, December 3,
and December 10, 2013.

Figures 1 shows the presentation stimuli, which comprised two prime factorization problems
and two geometric proofs. Each problem was presented in two ways—a presentation that included the
writing process and another that showed only the final results of writing— for a total of eight
presentation patterns.

Presenting the writing process provides students with a focal point that learners’ gaze can
follow. A presentation that includes the writing process reproduces the thought process during problem
solving, which likely serves to support comprehension. We created presentation stimuli using a
presentation tool, HPT(Handwriting Presentation Tool), currently in development at our
laboratory(Hosoki et al., 2011). This tool allows for reproduction of the writing process such as when
writing on a chalkboard.

We used Tobii Studio for analysis of gaze data(Tobii Studio, 2013). We used gaze plots for
dynamic analysis, and heat maps for static analysis.

(a) Prime factorization 1 (b) Prime factorization 2

;. |
(c) Geometric proof 1 (d) Geometric proof 2

Figure 1. Presentation stimuli

3. Results
3.1 Comprehension check results

Figure 2 shows the ratio of correct answers for the comprehension check. Correct answer rates were
higher when the writing process was shown for the prime factorization problem 2, but for the other
cases, the rates were the same as or lower than when the writing process was not shown. Although we
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Figure 2. Ratio of correct answers for the comprehension check

Table 1: Questionnaire survey for subjective learner assessment

Writing process is helpful prime factorization | geometric proof
Strongly agree 2 8
Agree 6 3
Neutral 4 1
Disagree 3 3
Strongly disagree 1 1

predicted that showing the writing process would support student learning, and that this result would be
supported by a difference in comprehension check scores, we were unable to obtain data indicating this.

3.2 Subjective assessment

Table 1 lists items in the questionnaire survey used for subjective learner assessment. While no
difference was seen in the correct answer rate for the examined problems, a difference was seen in
responses to the questionnaire. For both the prime factorization problem and the geometric proof,
participants reported that they preferred being shown the writing process. For the geometric proof
problem in particular, half of the participants reported a strong preference for being shown the writing
process, and when responses indicating a mild preference are included, approximately 70% of students
preferred being shown the writing process. In contrast, only about half of the students indicated a
preference for being shown the writing process for the prime factorization problem.

3.3 Gaze analysis

3.3.1. Participants for gaze analysis based on subjective assessment

As described in sections 3.1 and 3.2, we saw no difference in correct answer response rates between the
cases where the writing process was or was not shown, but participants tended to prefer being shown the
writing process. Upon investigating individual responses regarding this preference for being shown the
writing process, we found 4 participants who reported a preference for being shown the writing process
for one of the two problem types (prime factorization or geometric proof), but for not being shown the
writing process for the other. We selected these 4 participants for a follow-up gaze analysis. We
designated the 2 participants who reported a preference for being shown the writing process for prime



(a) The writing process is presented (b) The static image is presented

Figure 3. Heat map examples of participant A
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(a) The writing process is presented (b) The static image is presented
Figure 4. Heat map examples of participant C

factorization but not for the geometric proof as A and B, and designated the 2 participants who indicated
the opposite preference as C and D.

3.3.2. Gaze analysis for the prime factorization problem

A gaze plot for participants A and B revealed that they followed the writing process when it was shown,
but that eye movement was faster and less time was spent examining the presentation when the writing
process was not shown. In contrast, the eye movements of participants C and D were slower in both
cases, following the presentation when the writing process was shown and reading the presentation
more carefully when it was not.

This difference can be seen in the heat maps shown in Figure 3. The heat maps of participants A
and B differed between the cases where the writing process was or was not shown. When the writing
process was shown the participants were able to focus on the process, and many focal points were seen
(Fig. 3(a)). When the writing process was not shown, there was a tendency to quickly scan the entire
presentation, indicating that less attention was paid (Fig. 3(b)). In contrast, participants C and D paid
close attention to the presentation regardless of whether the writing process was shown, so
there was little difference in their heat maps between the two cases(Fig. 4(a)(b)).
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3.3.3. Gaze analysis for the geometric proof

No difference in the gaze was seen between participants C and D, who reported a preference for being
shown the writing process for the geometric proofs, and participants A and B, who reported a preference
for not being shown the writing process for those problems. Analysis of the gaze plots for each of the 4
participants did not show differences in their gazes, but some similar features were observed.

4. Discussion

As discussed above, a difference was seen between participants A and B with respect to their
understanding of the process of manipulating the equations for the prime factorization problem. This
difference depended on whether they had been shown the writing process, which promoted attention
toward the process of manipulating the equation, resulting in differences in eye movement. This might
have led to differences in subjective evaluation.

In contrast, participants C and D placed less of a priority on seeing the writing process when
manipulating equations for the prime factorization problems, and they showed similar focus even when
the writing process was not shown. These indicate that presenting the writing process promoted an
attention effect, and that there was an effect of attention neglect when only a static image was presented.

In the case of the geometric proofs as well, when the writing process was presented to show the
characters and symbols representing the geometric elements (angles and sides), participants looked at
the associated parts in the figure, which might have provided a trigger promoting verification of the
relation between the elements in the figure.

In the solution process to the right of the geometric proofs, there were cases where a
participant’s gaze did not follow the equation manipulation, despite the writing process being shown.
This was possibly because the process of equation manipulation was somewhat difficult and proceeded
while learners were thinking and making verifications. In other words, it is possible that the
presentation of the writing process was too fast, resulting in a loss of effectiveness.

In contrast, when a static image was shown we saw participants looking at the associated parts
of the figure after viewing the equations or after looking at several equation manipulations, indicating
that they were confirming the summary of what had occurred.

From gaze analysis, we suggest that presenting the writing process provided a focal point for
attention and that the speed and timing of that focal point was important. For those participants who
indicated a preference for not being shown the writing process, it is possible that the speed and timing of
the presentation was not well suited to them.

Showing the writing process allowed for showing the procedures, relations, and ways of
grasping the diagram. It also provided focal points, likely providing a mechanism for focusing attention
on the process. When the final results were summarized through presentation of a static image, learners
shown this information were able to interpret information obtained on their own.

We call the first case, where information including processes is actively provided, “information
push”, and the second case, in which the recipients (i.e. learners) derive information themselves,
“information pull.” Showing the writing process is a form of information push, promoting attention and
providing explicit information about individual elements and their relations. In this case, the speed and
timing of presentation are important, and care must be taken to tailor the presentation to learners.
Showing final results as a static image is a form of information pull, and requires that learners derive for
themselves the individual elements and their relations. Information pull does not provide attention
focuses or processes, but allows for a higher degree of freedom in interpretation. The appropriateness of
providing such a degree of freedom likely varies with individual learners.

Information pull is appropriate for learners who can read problems and independently discover
their meaning and identify important problem elements and relations. Information push, with
appropriate speed and timing, is best suited for learners who require support in making such
discoveries.

In courses where instructors write on a chalkboard, the instructors can monitor student
responses and thereby adjust the speed and timing of the presentation. We believe that this makes
information push effective, thereby leading to an easier-to-understand class.
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5. Conclusions and future topics

We have used subjective assessments from learners as well as eye trackers for gaze analysis to
investigate and analyze differences between two cases: when learners are presented with a writing
process and when they are not. Some participants reported that presentation of the writing process was
effective, although others reported that it was not. Differences in gaze were seen between these groups,
and we found the possibility that presentation of the writing process can lead to better
ease-of-understanding under certain conditions.

Presentation of the writing process provided learners with focal points for attention and let them
see how to grasp the subject matter and relations within it. Those who preferred being presented with
the writing process were likely those who needed support in understanding the presented information.
Conversely, those who preferred not to be presented with such an active display of information were
likely those who found it to be a restriction on their free interpretation.

In cases of high readiness for the displayed information, information pull (presenting the final
results) is more appropriate due to the freedom of interpretation it provides. In other cases, information
push (presenting the writing process) with appropriate speed and timing may be preferable.

In future research, we will investigate in more detail the cases in which information push and
information pull methods of information presentation are more effective. We will also perform actual
experiments to investigate these differences, thereby revealing how these two methods of information
presentation should be implemented.
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Abstract: Problem-posing is effective learning for comprehending problem structure. We have
designed and developed the learning environment for problem-posing and performed its
practical use for first and second grade students on elementary school continually. The scopes of
these systems are one-step addition, subtraction or multiplication arithmetic word problem. The
results of these practical uses suggested that the learning environment was effective to
comprehend these problem structures. Therefore, as the next step, we have designed and
developed a learning environment for posing one-step multiplication or division word problem
in order to let learners acquire a difference between multiplication and division. Developed
learning environment and its practical use in an elementary school are reported.

Keywords: Problem-posing, sentence-integration, interactive environment, multiplication,
division, arithmetic word problem, problem structure

1. Introduction

Several researchers postulate problem-posing is effective exercise for promoting learners to master the
use of solution methods (Polya, 1945; Silver, CAIl, 1996). Moreover, it has been proposed that poor
problem solvers often fail to elicit problem structures from problem (Mayer, 1982; Kintsch, Greeno,
1985). We design and develop the learning environment which learners acquiring the structure of
arithmetic word problem by exercising the problem-posing. Now, our research domain is an arithmetic
word problem can be solved by one-step calculation operation. We analyze a structure of arithmetic
word problem and develop the learning environment based on its structure (Nakano, et al, 1999;
Hirashima, et al, 2007; Hirashima, et al, 2011). Until now, one-step addition, subtraction or
multiplication word problem are analyzed and the structure of these problems are implemented on tablet
PC (Yamamoto, et al, 2012; Yamamoto, et al, 2013). In addition to the development, we have
performed two experimental uses with elementary school teacher, which are first grade students by
learning the one-step addition or subtraction and second grade students by learning the one-step
addition or subtraction word problem. As this reason, the first grade students have learned the
problem-posing by one-step addition or subtraction word problem because they have already known the
concept of addition and subtraction in their life. The second grade students only learned to pose
one-step multiplication problem because the concept of multiplication is a difficult concept for learners.
The results of these experimental uses have proposed that not only the learner improve the problem
solving performance, but also this learning environment was effective for the learner who can't judge
the problem structure to acquire the problem structure.

The students are only required to consider the multiplication problem structure by learning the
assignment of learning environment for second grade student, As the next step, the learner learn not
only one-step multiplication but also one-step division word problem. Therefore, they are required to
judge whether the story means one-step multiplication or division. For this learning, we have designed a
assignment and developed the learning environment by problem-posing. In this paper, a problem
structure is explained in the following chapter. A design of developed learning environment based on
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this structure is described in section 3. A sequence of assignment is also explained. Subsequently, a
procedure of its practical use and an analysis of the results are reported.

2. Problem Structure of One-step Multiplication or Division Word Problem

In this section, the model of one-step multiplication or division arithmetic word problem is explained.
One-step arithmetic word problems can be expressed by three sentences in our research. Example is
shown in Figure 1. Because there are three values in one-step arithmetic word problem, this problem
can be expressed by three sentences. Each sentence consists of value, object and predicate. These
sentences consist of two sentences mean existence and one sentence means relation between other two
values. We call each sentence as existence sentence and relation sentence. In this example, "There are
three boxes" and "There are several apples" are existence sentence. "There are five apples in each box"
is relation sentence because this sentence shows the relation between the apple and box.

In addition to the kind of sentence, each sentence has a property of quantity in multiplication
and division word problem (Yamamoto, et al, 2013). Generally, multiplication is expressed by
"multiplicand multiplied by multiplier is product™ (Greer, 1992; Vergnaud, 1983). So, it is said that
each quantity has different property. This word problem contains the story that the value of apples is
expressed as the amount of apple when there are three boxes and the value of apples in each box is basis.
Since, in Japanese Education, multiplicand is also called "base quantity"”, multiplier is "proportion™ and
product is "compared quantity”. Then, the arithmetic word problem that can be solved by one-step
multiplication or division has three types of story. (1) Compared quantity divided by base quantity is
proportion, (2) Base quantity multiplied by proportion is compared quantity, (3) Compered quantity
divided by proportion is base quantity. The story of the problem in Figure 1 is (2).

All of these stories contain the relation that is “Base quantity multiplied by proportion is
compared quantity”. One-step multiplication or division word problems are expressed by changing the
one quantity to required value in each story. Therefore, it is important to extract the base quantity,
proportion and compared quantity from problem and to make the relation between these quantities.

Figure 1. Example of Problem Expression as Sentence Integration.

3. Outline of Learning Environment for Problem-posing "MONSAKUN Touch3"
3.1 Framework

This learning environment consists of MONSAKUN Touch 3 for learners and MONSAKUN Analyzer
3 for teachers. A result of the learner's learning by problem-posing on MONSAKUN Touch 3 is sent to
database server via network. MONSAKUN Touch 3 developed by using Android, MONSAKUN
Analyzer 3 by using PHP and JavaScript. Of course, the each software can be run on Android Tablet.
RDBMS is used MySQL. The teacher can confirm the graph of learner’s learning by using
MONSAKUN Analyzer 3 that receives a learning data from database server. The learning data are
saved as three data: the number of correct problem, the number of incorrect problem, the number of the
each incorrectness and the learner’s log. Category of incorrectness is based on a diagnosis of
MONSAKUN Touch 3. MONSAKUN Analyzer 3 generates some graph by using these data and
displays teacher it. Teacher can limit to an assignment that learner can exercise on MONSAKUN Touch
3 by using MONSAKUN Analyzer 3.
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3.2 MONSAKUN Touch 3
3.2.1 Outline of MONSAKUN Touch 3

In MONSAKUN Touch, after the learner logged in the environment and selected level, he/she sees an
interface for problem-posing. This interface presents the assignment for posing problem, the set of
given sentence card and three blank for arranging given sentence cards. The learner can pose the
problem by selecting three sentence cards from given cards and arranging them in proper order. Given
sentence cards are consists of correct card set and dummy card set for leading to errors. If three blank is
filled with three sentence cards, diagnosis button will be active. Then, the learner can tap this button and
the system diagnoses and generate a feedback his/her posed problem. When the learner finishes
answering all assignment in selected level correctly, the interface for posing problem backs to the
interface for selecting level. These flow and method of exercise are same as previous MONSAKUN.
However, in MONSAKUN Touch 3, the text means the property of quantity is shown in the left side of
each blank because let the learner consider the property of each sentence. The assignment that is
described next section is renewed.

3.2.2 Designing the Level of Assignment

Table 1 shows the all level of assignment by dividing into the number of level, assignment, required
activity, contents of assignment and number of assignment. Each level is designed so that the learner
acquires to judge the structure of one-step multiplication or division word problem. The learner is
required to pose the story from level 2 to 7, to pose the problem from level 8 to 9.

In level 1, the learner is given the story of one-step multiplication and four calculation
expression which are expressed by "Base quantity multiplied by proportion is compared quantity”,
"Proportion multiplied by base quantity is compared quantity" and the cumulation of same number like
“A+4+4=12” and “3+3+3+3=12". This assignment is the confirmation of the relation between
multiplication and addition. Then, the learner is required to select the correct calculation expression.
The purpose of this level is which let the learner comprehend the relation of multiplication story and
addition calculation. The learning environment gives the story and several sentence cards to the learner
in level 2. The given story as sentence integration consists of two fixed sentence cards and one blank.
The learner is required to fill this blank by considering the property of quantity. In this assignment, they
learn the property of quantity that is contained each given sentence card. Given sentence cards in level 3
are included two sentence cards that have different text representation and same property. For example,
"There are two boxes." and "The number of box is two.". In this level, let the learner learn that the
sentence cards include the same property of quantity have various text representation. MONSAKUN
Touch 3 present the three blank for putting the sentence cards and several sentence cards in level 4.
Then, the learner is required to pose the story by selecting three sentence cards and by arranging them in
proper order based on the relation of "Base quantity multiplied by proportion is compared quantity".
The assignment of level 5 requires the learner to pose the two stories by using one common sentence
card. Through this exercise, the learner comprehend that existence sentence card is able to have two
property of quantity. In other words, both proportion and compared quantity are expressed by existence
sentence. After that, in level 6, the learner learns that the story has three kinds of calculations expression
that are mentioned in section 2. This purpose is that the learner notices the multiplication story contain
the calculation (a) and (c). Thus, the learner is given the multiplication and division calculation
expression as assignment for posing story. In order to let the learner confirm three properties of quantity
and its relation again, assignments of level 7 includes improper assignment which cannot solve because
of lack of one proper sentence card. Then, the learner is given a specific sentence card for posing the
story in this level, which is labeled "proper sentence card is not given" instead of lacking sentence card.
Because the assignments in level 7 are composed of usual assignment and assignment which mentioned
above, the learner is required to consider each property of quantity and its relation again. As the next
step, the learner is required to pose problem in level 8 because the learner learn to pose the story through
level 2 to 7. Finally, in level 9, the learner is required to pose the two problems by using one common
sentence card. This assignment is same as assignment of level 5. Through the exercise from level 1t0 9,
the learner can acquire the problem structure gradually.
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Table 1: The Assignment Level on MONSAKUN Touch 3.

Level| Required activity Contents of assignment Number
1 _Select .| Select calculation express given story 12
calculation expression

Pose story that is expressed by given calculation

2 Pose story (one-step multiplication) 12
Required story has already given two sentence cards

3 Pose story Same as assignment of level _2 . 12
Include same property and different text representation
Pose story that is expressed by given calculation

4 Pose story (one-step multiplication) 10
Select three sentence cards and arrange them

5 Pose story Pose two stories by using same sentence card 10
Pose story that is expressed by given calculation

6 Pose story But given calculation expression is one-step multiplication| 12
or division
Same as assignment of level 6

! Pose story But one proper sentence card is not given 12

8 Pase problem Pose problem that is expressed by given calculation 12
Select three sentence cards and arrange them

9 Pose problem Pose two problems by using same sentence card 12

3.3 Outline of MONSAKUN Analyzer 3

After the teacher log in the learning environment by inputting id and password, MONSAKUN Analyzer
displays the visualized learning data like Figure 2. These data are consists of the average score of the
problem-posing and rate of each incorrectness in his/her each lesson. These data generates and shows as
a three bar charts and a doughnut chart. Moreover, this environment indicates the average achievement
of the level and assignment number. The count of posed problem and the rate of incorrectness are
showed by not only each lesson but also each student. This function is same as previous system. In
addition to this function, MONSAKUN Analyzer 3 can extract the data based on the each level and
assignment from these data. For example, teacher can see the learning data of level 4. The progress of
number of correct and incorrect posed problem is visualized by line chart.

Figure 2. The Part of Main Interface of MONSAKUN Analyzer.

4. Experimental Use of MONSAKUN Touch 3
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4.1 Procedure of Experimental Use

The subjects were thirty-nine students in the third grade of an elementary school. They were divided
into the subjects who experienced MONSAKUN Touch 1 and 2 in our previous research (Yamamoto, et
al, 2012; Yamamoto, et al, 2013) and who did not experience it. Also, they had just learned to solve
arithmetic word problems that can be solved by one-step multiplication or division. This experimental
use has been performed during thirteen lessons that consist of pretest in one lesson, learning by
MONSAKUN Touch 3 in eleven lessons and posttest in one lesson (45 minutes per lesson, in 5 weeks).
A lesson by using MONSAKUN composes of teaching about problem-posing by a teacher and
problem-posing exercise by using MONSAKUN Touch 3. The time of using MONSAKUN Touch 3 is
decided by the teacher based on the progress of each lesson. If the subjects have finished twice the
current level when they exercise the problem-posing after teaching, they were allowed to work on the
previous level. The purpose of this experimental use is to examine the effects of the learning by
MONSAKUN Touch 3 and the effects of experience MONSAKUN continually.

We used these three tests: usual problem solving test, extraneous problem solving test and
problem-posing test. Usual problem solving test can be solved by one-step multiplication or division
that is expressed by three sentences. Usual problem solving test has sixteen questions because each
guantity can be the required value in these five stories. Extraneous problem solving test includes
extraneous information that is not necessary to solve the problem (Muth, 1992). The extraneous
problem solving test is useful to assess leaner's comprehension of the problem structure. These
problems consists of twelve problems that including the two kinds of extraneous information that
change sentence cards except sentence contains required value in each six stories. Problem-posing test
examine the problem-posing performance to let the subject pose the problem as he/she can within the
time limit. The subject pose problem from scratch. The time limit is ten minutes in each test. The
difference between pretest and posttest is order of each problem.

4.2 Analysis of Pretest and Posttest

Analysis of pretest and posttest are reported in this section. And the level by using lecture is described.
The teacher performed the lecture based on the level on MONSAKUN Touch 3 and treated one level in
one lecture. However, in level 3, it is difficult for the subjects to relate between multiplication
calculation expression and text representation contain "cut" because "cut" is associated with division
calculation expression. Thus, the teacher has to spend three lessons for resolving this difficulty.

The results of average score and SD in three tests are shown in Table 2. These scores are
divided into experienced and inexperienced group of MONSAKUN in our previous research. In
addition to this result, we analyze the result in each test by ANOVA. There was an interaction in the
score of usual problem-posing test between experience of MONSAKUN and pre-posttest (p=.03). So,
we analyzed simple effect. There was a significant difference in the score of posttest between
experienced group and inexperienced group (F(1, 36)=3.193, p=.008). This result suggested that it is
effective for the subjects to experience the learning by using MONSAKUN for improving their usual
problem solving performance. Next, there was a significant difference in the score of extraneous
problem solving test between experienced group and inexperienced group (p=.04), and effect size is
medium (J4°|=.10). Also, there was a significant difference in the score between pretest and posttest
(p=.02), and effect size is small (|%=.02). In addition to this analysis, we analyzed the correlation
between the pretest score and the difference between posttest and posttest score. In this result, there are
a negative correlation between them (Spearman's rank-correlation coefficient, |rs|=.59, p=2.5E-06).
These results suggested that the lesson by using our learning environment promote the subjects to
improve their problem structure, in particular, more effective to the subjects who have experienced
MONSAKUN to comprehend the problem structure. MONSAKUN Touch 3 is more effective for the
subjects who the score of extraneous problem solving test is lower particularly. Last, there was no
significant difference in the number of posed problem between experienced and inexperienced group.
But, there was a significant difference between pretest and posttest (p=.005), and effect size is medium
(I7%=.07). These results suggested that MONSAKUN is useful for the subjects to improve their
problem-posing performance regardless of whether the subjects have experienced MONSAKUN.
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Table 2: Result of Each Pretest and Posttest in experienced group (N=18) and inexperienced (N=20).

Test Experience of Pretest Posttest
MONSAKUN M SD M SD
experienced 2.50 1.57 3.56 1.42
inexperienced 2.10 1.45 2.7 1.52
experienced 13.61 | 1.34 | 1428 | 0.80
inexperienced | 13.30 | 1.52 | 12.75 | 2.05
experienced 1083 | 2.14 | 11.38 | 0.76
inexperienced 8.80 3.54 9.75 3.40

Problem-posing

Usual Problem solving

Extraneous Problem Solving

5. Conclusion

In this paper, we have described the learning environment for problem-posing in one-step
multiplication or division arithmetic word problem and its practical use. In order to realize the learning
environment, firstly, we have mentioned that three quantities and its relation define one-step
multiplication or division word problem. These three quantities are called base quantity, proportion and
compared quantity. Its relation expresses the story that is "Base quantity multiplied by proportion is
compared guantity” and so on. At the second step, the problem-posing based on this problem structure
and the diagnosis and feedback of posed problem are defined. The levels of assignment were designed
so that the learner can judge the story means whether multiplication or division. After that, we have
developed learning environment called MONSAKUN Touch 3 and MONSAKUN Analyzer. Lastly, an
eleven lesson experimental use is reported. The results of brief analysis suggested that the third grade
students who have learned by using MONSAKUN in the past time are improved their problem solving
performance and sophisticated their acquired problem structure.

As our future works, we need to verify the quantity of the effect to high group by using
MONSAKUN Touch 3. Furthermore, we should perform the practical use for problem-posing in
one-step addition, subtraction, multiplication or division to fourth grade students of an elementary
school continuously.
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Abstract: Discourse and argumentation are effective techniques for education not only in social
domains but also in science domains. However, it is difficult for some teachers to stimulate an
active discussion between students because several students might not be able to develop their
arguments. In this paper, we propose to use WordNet as a semantic source in order to generate
questions that are intended to stimulate students brainstorming and to help them develop
arguments in an argumentation process. In a study, we demonstrate that the system-generated
questions sound naturally as human-generated questions as measured by computer scientists.

Keywords: Question generation, WordNet, argumentation

1. Introduction

Studies have reported that deploying questions are effective for learning. Asking targeted, specific
questions is useful for revealing knowledge gaps with novices, who are often unable to articulate their
guestions (Tenenberg & Murphy, 2005). Other researchers used prompts as a kind of questions in order
to encourage students to self-explain and demonstrated that prompts are a promising instructional
feature to foster conceptual understanding (Berthold et al., 2011).

Argumentation is an important skill that is required in any situation, either in research or in
daily life, and thus needs to be trained. In order to train students, usually, they are asked to discuss
together about a given topic. That is, they need to develop arguments during the argumentation process.
However, students may sometimes not proceed with their argumentation. In this paper, we propose to
use questions in order to stimulate their brainstorming and the goal is that they use the posed questions
to develop new arguments for a given discussion topic. How can questions that are semantically related
to a given discussion topic be generated in order to help students develop further arguments?

In this paper, we introduce an approach to exploiting WordNet to generate questions which are
related to a discussion topic and investigate the research question: Do automatic system-generated
guestions appear as natural as human-generated questions? This paper reports on results of an
evaluation study that is intended to test the specified research question.

2. State of the Art of Question Generation for Educational Purposes

Traditionally, questions are generated from a text or from structured data and natural processing
techniques are used to analyze a text and to construct a question. In the state of the art, Le and colleagues
(Le et al., 2014) classified educational applications of automatic question generation into three classes
according to their educational purposes: 1) knowledge/skills acquisition, 2) knowledge assessment, and
3) educational systems that use questions to provide tutorial dialogues.

Examples of the first class of educational applications of automatic question generation include
the work of Kunichika et al. (2001) who extracted syntactic and semantic information from an original
text and generated questions based on extracted information, the reading tutor of Mostow and Chen
(2009), and the system G-Asks (Liu et al., 2012) for improving students’ writing skills (e.g., citing
sources to support arguments, presenting evidence in a persuasive manner). The second class of
educational applications of question generation aims at assessing knowledge of students and includes
the approach of Heilman and Smith (2010) for generating questions for assessing students’ acquisition
of factual knowledge from reading materials, the computer-aided environment for generating multiple-
choice test items of Mitkov et al. (2006), and the REAP system of Brown et al (2005), intended to assess
the student’s understanding after reading a text. The third class of educational applications generates
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questions to be employed in tutorial dialogues in a Socratic manner. Olney and colleagues (Olney et al.,
2012) presented a method for generating questions for tutorial dialogues. This method extracts concept
maps from textbooks in the domain of Biology, questions are constructed based on these concepts.
Person and Graesser (2002) developed an intelligent tutoring system for the areas of computer literacy
and Newtonian physics. Each topic contains a focal question, a set of good answers, and a set of
anticipated bad answers. For the domain of Computer Science, Lane & VanLehn (2005) developed a
tutor which is intended to help students develop pseudo-code solution to a given problem.

In the contrast to traditional approaches to generating questions using texts as an input, Jouault
and Seta (2013) proposed to generate questions by querying semantic information from Wikipedia to
facilitate learners’ self-directed learning. Using this system, students in self-directed learning are asked
to build a timeline of events of a history period with causal relationships between these events given an
initial document. The student develops a concept map containing a chronology by selecting concepts
and relationships between concepts from the given initial Wikipedia document to deepen their
understandings. While the student creates a concept map, the system integrates the concept to its map
and generates its own concept map by referring to semantic information of Wikipedia. The system’s
concept map is updated with every modification of the student and enriched with related concepts that
can be extracted from Wikipedia. Thus, the system’s concept map always contains more concepts than
the student’s map. Using these related concepts and their relationships, the system generates questions
for the student to lead to a deeper understanding without forcing to follow a fixed path of learning.

We propose to use WordNet as a semantic source for generating questions that aim at
stimulating the brainstorming of students during the process of argumentation. The approach to be
presented is different from the work of Jouault and Seta in that we use natural language techniques to
extract key concepts that serve as inputs to query semantic information from WordNet whereas Jouault
and Seta focused on exploiting linked data technologies to extract semantic information.

3. Question Generation Approach

In this section, we describe conceptually how questions can be generated. A detailed description of this
approach is referred to Le et al. (2014b). In order to illustrate the question generation approach, we will
use the following example discussion topic that can be given to students in a discussion session:

“The catastrophe at the Fukushima power plant in Japan has shocked the world. After this accident,
the Japanese and German governments announced that they are going to stop producing nuclear
energy. Should we stop producing nuclear energy and develop renewable energy instead?”

The question generation approach consists of four steps: 1) analyzing a text structure and identifying
key concepts, 2) generating questions using key concepts in a discussion topic, 3) generating questions
using related concepts in WordNet, and 4) generating questions using example sentences in WordNet.

3.1 Analyzing text structure and identifying key concepts

In order to automatically recognize key concepts of a discussion topic, a natural language parser is used
to analyze the grammatical structure of a sentence for its constituents, resulting in a parse tree showing
their syntactic relation to each other. The language parser analyzes a text and identifies the category of
each constituent, for instance: determiner, noun, or verb. Since nouns and noun phrases can be used as
key concepts in a discussion topic, we select from the parsing results of a discussion topic the
constituents which are tagged as nouns (NN) or noun phrases (NP). In our example discussion topic
from above, the following noun phrases can serve as key concepts to generate questions: catastrophe,
Fukushima power plant, nuclear energy, renewable energy.

3.2 Question Generation Using Key Concepts in a Discussion Topic
The extracted key concepts are helpful for generating questions. Yet, an issue that needs to be addressed

next is to determine the types of questions to be generated. Several question taxonomies have been
proposed by researchers in the area question generation. Among the existing question taxonomies, the
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question taxonomy for tutoring proposed by Graesser and Person (1994) has been widely used. This
taxonomy consists of 16 question categories: verification, disjunctive, concept completion, example,
feature specification, quantification, definition, comparison, interpretation, causal antecedent, causal
consequence, goal orientation, instrumental/procedural, enablement, expectation, and judgmental. The
first 4 categories were classified as simple/shallow, 5-8 as intermediate and 9-16 as complex/deep
questions. We apply this question taxonomy to define appropriate question templates for generating
guestions. For example, Table 1 defines some question templates for the classes “Definition” and
“Feature/Property”, where X is a placeholder for a key concept extracted from a discussion topic. For
example, the question templates of the class “Definition” can be filled with the noun phrase “nuclear
energy” and result in the following questions: What is nuclear energy? What do you have in mind when
you think about nuclear energy? What does nuclear energy remind you of?

Table 1: Question Templates proposed for question generation.

Type Question

Definition What is <X>?

What do you have in mind when you think about <X>?
What does <X> remind you of?

Feature/Property What are the properties of <X>?

What are the (opposite)-problems of <X>?

3.3 Question Generation Using Related Concepts in WordNet

In order to generate questions that are related to key concepts of a discussion (but which do not literally
contain these concepts), sources of semantic information can be exploited (e.g., Wikipedia, Wiktionary,
or WordNet). Currently, we deploy WordNet (Miller, 1995) because it is suitable to find related
concepts for a discussion topic. WordNet is an online lexical reference system for English. Each noun,
verb, or adjective represents a lexical concept and has a relation link to hyponyms which represent
related concepts. In addition, for most words WordNet provides example sentences which can be used
for generating questions. For example, if we input the word “energy” into WordNet, an example
sentence like “energy can take a wide variety of forms” for this word is available. If we look for some
hyponyms for this word, WordNet provides a list of direct hyponyms and a list of full hyponyms. The
list of direct hyponyms provides concepts which are directly related to the word being searched. For
example, the direct hyponyms of “energy” as listed by WordNet include “activation energy”,
“alternative energy”’, “atomic energy”’, “binding energy”, “chemical energy”, and more. The list of full
hyponyms contains a hierarchy of hyponyms which represent direct and indirect related concepts of the
word being searched. One of the advantages of WordNet is that it provides accurate information (e.g.,
hyponyms) and grammatically correct example sentences. For this reason, we exploit hyponyms
provided by WordNet to generate questions which are relevant and related to a discussion topic.
Placeholders in question templates (cf. Table 1) can be filled with appropriate hyponym values for
generating questions. For example, the noun “energy” exists in the discussion topic, so that WordNet
suggests “activation energy” as a hyponym. The question templates of the class “Definition” can then
be used to generate questions such as: What is activation energy? What do you have in mind when you
think about activation energy? What does activation energy remind you of?

3.4 Question Generation Using Example Sentences in WordNet

In addition to using hyponyms, we propose to make use of example sentences to generate guestions.
There are existing tools which convert texts into questions. For example, ARK [13] is a syntax-based
tool for generating questions from English sentences or phrases. The system operates on syntactic tree
structures and defines transformation rules to generate questions. For example, a direct hyponym of the
key concept “catastrophe” is “tsunami” for which there is an example sentence “a colossal tsunami
destroyed the Minoan civilization in minutes”. Using ARK, the example sentence can be converted into
questions: “What destroyed the Minoan civilization in minutes?”, “When did a colossal tsunami destroy
the Minoan civilization?”, “What did a colossal tsunami destroy in minutes?”
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4. Evaluation

The goal of our evaluation is to determine whether automatically generated questions are perceived as
as natural as human generated questions. Our study design is similar to the Turing test that requires
humans to decide whether they are interacting with an actual computer program or with a human via
computer mediation. The study being presented in this paper is a variation of the Turing test: we wanted
to know whether automatically generated questions can be distinguished from human generated
questions easily by human raters. Human raters we employed in this study were Computer Scientists
(including Professors, Senior Researchers, and Phd. candidates).

4.1 Design

In the first evaluation phase, we asked eight human experts from the research communities of computer
based argumentation and question generation research to generate questions for three discussion topics.
We received 54 questions for Topic 1, 47 questions for Topic 2, and 40 questions for Topic 3. These
questions are referred to as human generated questions in this paper.

Topic 1: The catastrophe at the Fukushima power plant in Japan has shocked the world. After this
accident, the Japanese and German governments announced that they are going to stop producing
nuclear energy. Should we stop producing nuclear energy and develop renewable energy instead?
Topic2: Recently, although the International Monetary Fund announced that growth in most advanced
and emerging economies was accelerating as expected. Nevertheless, deflation fears occur and increase
in Europe and the US. Should we have fear of deflation?

Topic 3: “In recent years, the European Central Bank (ECB) responded to Europe's debt crisis by
flooding banks with cheap money...ECB President has reduced the main interest rate to its lowest level
in history, taking it from 0.5 to 0.25 percent” . How should we invest our money?

For each discussion topic, the system generated several hundred questions (e.g., 844 questions for Topic
1), because for each discussion topic several key concepts are extracted, and each key concept has a set
of hyponyms that are queried from WordNet. For each key concept and each hyponym, fourteen
guestions have been generated based on defined question templates (see examples in Table 1). Since
this set of generated questions was too big for a human expert evaluation, we selected a small subset of
these questions manually so that the proportion between the automatic generated questions and the
human generated questions was about 1:3. There were two reasons for this proportion. First, if there
had been too many automatically generated questions, this could have influenced the “overall picture”
of human generated questions. Second, we needed to make a trade-off between having enough (both
human-generated and system-generated) questions for evaluation and considering a moderate workload
for human raters. The numbers of automatically generated questions and of human generated questions
are shown in Table 2.

Then, we mixed human generated questions with automatic generated questions and asked
human raters to decide for each question from the mixed set whether they believed it was generated by
a computer system or by a human expert. Note that these human raters were not the same human experts
who generated the questions and did not know about the proportion between human-generated and
system-generated questions. Specifically, the following question was answered by human raters: Is that
an automatic system-generated question? (Yes/No)

Table 2: Number of guestions generated by human experts and by the system for evaluation.

Topic 1: No. of questions|Topic2: No. of questions | Topic 3: No. of questions
Human- 54 47 40
generated
System- 16 15 13
generated
Total 70 62 53
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4.2 Results

We use the balanced F-score to evaluate the ratings of humans. This score is calculated based on
precision and recall using the following formula:

2 * precision * recall

precision + recall

The precision for a class is the number of true positives (i.e., the number of system-generated questions
correctly labeled as system-generated) divided by the total number of elements labeled as positive (i.e.,
labeled as system-generated), while the recall for a class is the number of true positives divided by the
total number of elements that actually are positive (i.e., that are system-generated). If the F-score is high
(close to 1), it shows that the system-generated questions are easy to distinguish from human-generated
guestions, and vice versa.

Table 3: Classification result of two raters on authorship of guestions.

SGQ predicted|HGQ predicted|SGQ predicted|HGQ predicted|Total
by Rater 1 by Rater 1 by Rater 2 by Rater 2
(% of total) (% of total) (% of total) (% of total)
Topic 1
System-GQ |12 (75%) 4 (25%) 13 (81%) 3 (19%) 16
Human-GQ |45 (83%) 9 (17%) 22 (41%) 32 (59%) 54
Topic 2
System-GQ |13 (87%) 2 (13%) 15 (100%) 0 15
Human-GQ |24 (51%) 23 (49%) 28 (60%) 19 (40%) 47
Topic 3
System-GQ |10 (77%) 3 (23%) 12 (92%) 1 (8%) 13
Human-GQ |27 (67%) 13 (33%) 30 (75%) 10 (25%) 40

Table 3 shows how two human raters rated the mixed set of questions in the context of Topic
1. A high number (75%) of system-generated questions (SGQ) and 17% of human-generated questions
(HGQ) have been correctly identified by this rater, resulting in a low F-score of 0.329 (Recall=0.211,
Precision=0.75) that indicates that it was difficult for the rater to identify system-generated questions.
This is because the first rater decided wrongly on 83% of the human-generated questions. The second
rater, however, achieved a medium F-score of value 0.51 (Recall=0.371, Precision=0.813) that is higher
than of the first rater, indicating that also this rater had some difficulties in distinguishing between
human-generated and system-generated questions. Interestingly, although both raters had difficulties in
distinguishing between human-generated and system-generated questions, the agreement between the
two was poor in addition (Kappa=0.086).

In the context of Topic 2, the first rater achieved an F-score of 0.5 (Recall=0.351,
Precision=0.867) The second rater showed a similar tendency with an F-score of 0.517 (Recall=0.349,
Precision=1). The Kappa value for their agreement was 0.233, which can be considered as fair.

In the context of Topic 3, one question (“What is cheap money?”’) was generated by a human
expert and by the system in identical form. This was left out from analysis (however, this question was
classified as a system-generated question by both human raters). Specifically, the first rater achieved a
low F-score of 0.4 (Recall=0.27, Precision=0.769). This can be explained by the fact that the first rater
classified 67% of human-generated questions as generated by the system. The second rater achieved a
similarly low F-score of 0.436 (Recall=0.286, Precision=0.923). Similar to the case of Topic 2, the
agreement between the first and the second raters in the context of Topic 3 was fair (Kappa=0.263).

In summary, we have learned that for all raters and all three topics it was difficult to identify
system-generated questions within the set of mixed questions (F-scores between 0.329 and 0.517). This
is an indication that the system-generated questions appeared as natural as the human-generated
questions to these raters. The agreement between raters was poor or fair, further strengthening this
argument (there was little agreement on questions that seemed clearly human-generated or clearly
system-generated).
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5. Conclusions, Discussion and Future Work

In this paper, we have presented an approach to generating questions using WordNet as a source of
semantic information. The goal is using generated questions to stimulate students brainstorming and
thus, participate more actively in argumentation. We have conducted a pilot study comparing system-
generated questions with questions that have been generated manually by researchers of the
argumentation and question generation research communities. The study results show that the
difference between human-generated and system-generated questions is not large: human raters could
not tell the difference easily. However, it needs to be noted that we had to select manually a small
number of questions from a huge amount (several hundreds) of system-generated questions. At present,
we do not use an automatic algorithm for this task. We also think about limiting the number of system-
generated questions, because if a student requests questions for developing arguments and s/he receives
such a huge amount of questions, this can impact on the argumentation process negatively. As future
work, we will develop criteria to limit the number of system-generated questions and evaluate the
system-generated questions with respect to the quality and usefulness.
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