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Abstract—This study aims to analyze the sentiment of the Indonesian public regarding the participation of the Indonesian National 

Team in the 2024 U-23 Asian Cup through the social media platform X. Sentiment analysis is crucial for understanding public 

perception and its impact on support for the national team. The research methodology involves collecting user comments on X 

related to the team's performance during the tournament, followed by data cleaning. The dataset is manually labeled, with 80% 

used as training data for algorithmic model training and the remaining 20% as test data, classified using Naive Bayes and Support 

Vector Machine algorithms. The analysis results indicate that the SVM algorithm achieves a higher % accuracy rate of 95% 

compared to Naive Bayes, which achieves 87%. The majority of the 3367 opinions analyzed express positive or satisfactory 

sentiments towards the national team's participation. However, there are fewer negative sentiments, highlighting areas requiring 

team management's attention. This study provides valuable insights into public perception of the Indonesian National Team. 

Furthermore, these findings can inform policymakers and team managers' decision-making to enhance the team's quality and 

performance in the future. 
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1 INTRODUCTION 

The dynamic evolution in the information technology 

sector has had a positive impact on the way society obtains, 

organizes, and distributes information efficiently and 

quickly [1]. Social media has become an effective and 

popular form of digital communication in Indonesia, 

enabling people to obtain and share information easily [2]. 

The use of social media as a platform for sharing views on 

various topics makes it a valuable source of data [3]. 

Effective data processing and documentation are very 

important to produce information that supports decision-

making [4]. 

Football is one of the most popular topics in Indonesia 

[5], with high public enthusiasm for the sport [6], especially 

in the participation of the Indonesian National Team 

(TIMNAS) in various competitions [7]. International-level 

football competitions attract the attention of the Indonesian 

people [8], such as the 2024 AFC U-23 Asian Cup, which 

sparked many opinions about TIMNAS' performance during 

the match on social media [9]. Understanding public 

sentiment towards TIMNAS performance is very important 

because it can inform decision-making and provide valuable 

insights that help improve the team's image, and manage 

relationships with fans more effectively. 

Social media platform X has emerged as one of the most 

popular platforms in Indonesia [10], enabling users to share 

opinions and information via computers and smartphones 

[11]. The advantages of X include real-time updates [12], 

hashtags and trending topics features that facilitate tracking 

and categorizing specific discussions [13], such as those 

about the participation of the Indonesian national team in the 

AFC U-23 Asian Cup 2024. The advantages of it are that it 

has many data and can be processed as material for decision-

making using sentiment analysis methods [14]. 

Sentiment analysis is a method used to determine trends 

in public interest and opinion on specific issues [15]. This 

process utilizes artificial intelligence, such as machine 

learning [16], to efficiently and accurately process opinion 

data from social media [17]  by categorizing these opinions 

into sentiment labels such as positive, negative, and neutral 

[18], which can provide valuable insights for decision-

making [19]. In sentiment analysis, the use of Naive Bayes 

and Support Vector Machine (SVM) algorithms is known to 

be effective due to their respective strengths in handling 

unstructured and complex data, such as public opinion data 

on social media [20]. Naive Bayes is known for its 

simplicity and implementation speed, as well as its 

effectiveness in managing small datasets [21]. However, the 

independence assumption among features in Naive Bayes 

can reduce accuracy and be less effective for data with 

complex feature relationships [22]. Conversely, the SVM 

algorithm is recognized for its ability to handle high-

dimensional data and complex distributions [23]. However, 

this algorithm tends to be slower in training on large datasets 

and requires careful parameter selection as it can 

significantly impact accuracy [24]. 

Previous studies have shown the success of using Naive 

Bayes and SVM algorithms in classifying public opinion 

sentiment related to the field of football on social media 

platform X. A study [25] using the Naive Bayes algorithm 

achieved an accuracy of 96% with 1702 positive tweets and 

1098 negative tweets, out of 2800 data. Another study [26] 

collected 946 tweets with 150 positive sentiment tweets and 

796 negative sentiment tweets, showing an accuracy rate of 

84%. The study [27] reported an accuracy of 78% with 642 

tweet data, resulting in 287 positive sentiments, 37 negative 

sentiments, and 318 neutral sentiments. On the other hand, 

studies using SVM, such as study [28], showed an accuracy 

of 91% on 509 tweet data, with 445 negative sentiments, 50 

positive sentiments, and 4 neutral sentiments. Another study 

[29] demonstrated an accuracy of 95.16% with 1507 tweet 

data, resulting in 676 negative labels, 87 neutral labels, and 

62 positive labels. A study [30] processed 13705 text data 

and achieved an accuracy score of 76.40%, with 6907 

neutral sentiments, 4901 negative sentiments, and 1897 

positive sentiments. 

This study aims to provide deeper insights into public 

opinion regarding the participation of the Indonesian 

national team in the U-23 Asian Cup 2024 through 

sentiment analysis from social media platform X. These 

opinions will be categorized into positive, neutral, and 

negative sentiments. These insights can assist team 

managers and policymakers in designing strategies to 

improve team quality and performance and enhance 

relationships with fans. Additionally, this study will 

compare the performance in terms of accuracy, recall, 

precision, and F1-score between the Naive Bayes and SVM 

algorithms to determine which algorithm is better for 

analyzing public sentiment towards the participation of the 

Indonesian national team in the U-23 Asian Cup 2024. The 

contribution of this study lies in the development of 

knowledge by demonstrating how sentiment analysis 

techniques like Naive Bayes and SVM can be applied in 

social and sports contexts, providing a solid foundation for 

future research that seeks to explore the use of sentiment 

analysis in various other fields. 

 

2 METHOD 

The researchers conducted a series of steps in the data 

processing procedure, as illustrated in the diagram provided 

in Fig. 1 which outlines the process that must be followed to 

achieve the desired results in the data analysis. Based on the 

research flow shown in Fig. 1, the initial phase of this study 

involves collecting a dataset containing public opinions 

regarding the Indonesian national team's participation in the 

U-23 Asian Cup 2024 on social media platform X. Data 

collection is conducted using several parameters to ensure 

that the data obtained is more focused and relevant to the 

research topic. The collected dataset will be divided into 

training and testing data with an 80:20 ratio. 
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Figure 1.  Stages of research 

 

The researchers will manually label 80% of the dataset 

for training data, while the remaining 20%, which will not 

have labels, will be used as testing data. The dataset will 

then undergo preprocessing to transform unstructured text 

into a structured format. The preprocessing stages include 

cleansing, case folding, tokenizing, stemming and 

lemmatization, and removing stopwords. The cleaned 

dataset will then be weighted word using Term Frequency-

Inverse Document Frequency (TF-IDF). A training data 

model will be created based on the labeled data and applied 

to the Naive Bayes and SVM algorithms to classify the 

unlabeled testing data. This study chooses the Naive Bayes 

and SVM algorithms because they are known for their 

simplicity and effectiveness in processing text data and 

require lower computational power. Previous studies have 

shown that these classical methods effectively analyse 

sentiment on social media platform X for Indonesian-

language datasets. Although deep learning methods and pre-

trained models are becoming increasingly popular, they 

require very large data sets and high computational 

resources [31], which is a consideration in choosing these 

algorithms due to limited computational resources. The next 

stage is the evaluation of testing using a confusion matrix to 

obtain the accuracy, recall, precision, and F1-score values of 

the Naive Bayes and SVM algorithms. The evaluation 

results will be analyzed to draw conclusions that can be used 

as a basis for decision-making. 

 

2.1 Data Collection  

In this step, the researchers accessed a dataset from the 

social media platform X regarding public opinions on the 

participation of the Indonesian National Team in the Asian 

Cup U-23 2024 competition using the Python programming 

language with the X_auth_token. The keyword phrase used 

was "timnas Indonesia u23". Data was collected from April 

15 to May 3, 2024, as shown in Fig. 2 with texts in 

Indonesian, resulting in 3746 tweets then the dataset was 

saved in CSV file format.  

 

 

Figure 2.  Results of data retrieval 

 

The next step is to remove unnecessary columns from 

the table and retain only the columns containing public 

opinions. Table 1 presents examples of tweets to provide a 

clearer picture of the variation in expressions and sentiment 

analysis used in this research. 

 

Table 1. Several Opinions from X 

Tweet 

Semangat Timnas Indonesia U23 #TimNasDay 

jelek sekali permainan Timnas Indonesia U23 malam ini. Sangat kecewa 

👎. 

Terima kasih untuk Timnas Indonesia U23 perjuangan kalian sampai 

sejauh ini patut diapresiasi 🔥 Tetap semangat untuk berjuang di laga 

selanjutnya ya 👊 

@KompasBola 

#PlayoffOlimpiade #OlimpiadeParis2024 #TimnasIndonesia #KitaGaruda 

#TimnasDay #Guinea  

✅ RESMI : Nathan Tjoe telah mendapatkan izin dari Heerenveen untuk 
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Tweet 

kembali memperkuat timnas Indonesia U23 di ajang Piala Asia U23. 

#timnasindonesiau23 #shintaeyong #pelatih  

https://www.viva.co.id/bola/liga-indonesia/1708088-alasan-heerenveen-

izinkan-nathan-tjoe-a-on-kembali-ke-timnas-indonesia-u-23 

Timnas Indonesia U23 buat sejarah dengan lolos ke babak 4 besar Piala 

Asia 2024 #timnasday #garudamuda  

 

2.2 Data Labeling 

The dataset will be manually labeled by three 

independent researchers who will categorize the tweets into 

three sentiments: positive, negative, and neutral. Each tweet 

will be reviewed individually to ensure consistency and 

accuracy of labeling. Disagreements will be resolved 

through discussion and consensus among the researchers to 

ensure data reliability. Out of a total of 3367 tweets, 80% 

(2693 tweets) will be manually labeled as training data, 

while the remaining 20% (674 tweets) will be used as 

unlabeled testing data. The testing data will be labeled using 

the Naive Bayes and SVM algorithms to assess the 

performance of the built model. This manual labeling 

process aims to ensure high-quality and representative 

training data and to minimize bias through researcher 

discussion and consensus. Table 2 presents examples of 

tweets along with sentiment classifications to provide a 

more detailed overview of the variations in expression and 

sentiment analysis methods that will be used in this study. 

 

2.3 Preprocessing Data 

The next step is preprocessing the CSV dataset. Before 

entering this stage, the dataset with similar or duplicate 

opinion values must be removed first, resulting in a total 

dataset of 3367 entries for the subsequent processes. Data 

preprocessing is the process of transforming unstructured 

text into a more structured form, which will aid in data 

processing [32]. Several steps in data preprocessing include 

cleansing, case folding, tokenizing, stemming and 

lemmatization, and removing stopwords. 

 

Table 2. Several Opinions from X After Labeling 

Tweet Label 

Semangat Timnas Indonesia U23 #TimNasDay Positive 

jelek sekali permainan Timnas Indonesia U23 malam ini. 

Sangat kecewa 👎. 

Negative 

Terima kasih untuk Timnas Indonesia U23 perjuangan 

kalian sampai sejauh ini patut diapresiasi 🔥 Tetap 

semangat untuk berjuang di laga selanjutnya ya 👊 

@KompasBola 

#PlayoffOlimpiade #OlimpiadeParis2024 

#TimnasIndonesia #KitaGaruda #TimnasDay #Guinea  

Positive 

✅ RESMI : Nathan Tjoe telah mendapatkan izin dari 

Heerenveen untuk kembali memperkuat timnas Indonesia 

U23 di ajang Piala Asia U23. 

#timnasindonesiau23 #shintaeyong #pelatih  

https://www.viva.co.id/bola/liga-indonesia/1708088-

alasan-heerenveen-izinkan-nathan-tjoe-a-on-kembali-ke-

timnas-indonesia-u-23 

Neutral 

Timnas Indonesia U23 buat sejarah dengan lolos ke babak 

4 besar Piala Asia 2024 #timnasday #garudamuda  

Neutral 

 

2.3.1 Cleansing: The cleansing process is an essential 

step in data preprocessing. Cleansing aims to 

remove all URL links, symbols, mentions, retweets, 

hashtags, and emoticons from the dataset [33]. This 

step is necessary to ensure that the data used for 

further analysis or processing is clean and free from 

irrelevant or distracting characters [34]. By 

performing cleansing, the dataset becomes cleaner 

and ready for the next preprocessing steps, where 

the text results have already passed through the 

cleansing stage, as shown in Table 3. 

2.3.2 Case Folding: The next step is case folding, which 

is the process of converting all uppercase letters in 

the dataset to lowercase letters to standardize the 

text because uppercase letters can affect subsequent 

analysis processes [35]. The text results that have 

undergone the case folding stage are shown in 

Table 4. 

 
Table 3. The Outcome of Data Cleansing 

Before After Label 

Semangat Timnas Indonesia 

U23 #TimNasDay 

Semangat Timnas 

Indonesia 

Positive 

jelek sekali permainan 

Timnas Indonesia U23 

malam ini. Sangat kecewa 

👎. 

jelek sekali permainan 

Timnas Indonesia malam 

ini Sangat kecewa 

Negative 

Terima kasih untuk Timnas 

Indonesia U23 perjuangan 

kalian sampai sejauh ini 

patut diapresiasi 🔥 Tetap 

semangat untuk berjuang di 

laga selanjutnya ya 👊 

@KompasBola 

#PlayoffOlimpiade 

#OlimpiadeParis2024 

#TimnasIndonesia 

#KitaGaruda #TimnasDay 

#Guinea  

Terima kasih untuk 

Timnas Indonesia 

perjuangan kalian sampai 

sejauh ini patut diapresiasi 

Tetap semangat untuk 

berjuang di laga 

selanjutnya ya 

Positive 

✅ RESMI : Nathan Tjoe 

telah mendapatkan izin dari 

Heerenveen untuk kembali 

memperkuat timnas 

Indonesia U23 di ajang Piala 

Asia U23. 

#timnasindonesiau23 

#shintaeyong #pelatih  

https://www.viva.co.id/ 

bola/liga-

indonesia/1708088- 

alasan-heerenveen- 

izinkan-nathan-tjoe-a-on-

kembali-ke-timnas-

indonesia-u-23 

RESMI Nathan Tjoe telah 

mendapatkan izin dari 

Heerenveen untuk 

kembali memperkuat 

timnas Indonesia di ajang 

Piala Asia 

Neutral 

Timnas Indonesia U23 buat 

sejarah dengan lolos ke 

babak 4 besar Piala Asia 

2024 #timnasday 

#garudamuda 

Timnas Indonesia buat 

sejarah dengan lolos ke 

babak besar Piala Asia 

Neutral 

 

Table 4. The Outcome of Case Folding 

Before After Label 

Semangat Timnas 

Indonesia 

semangat timnas indonesia Positive 

jelek sekali permainan jelek sekali permainan Negative 
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Before After Label 

Timnas Indonesia malam 

ini Sangat kecewa 

timnas indonesia malam ini 

sangat kecewa 

Terima kasih untuk Timnas 

Indonesia perjuangan 

kalian sampai sejauh ini 

patut diapresiasi Tetap 

semangat untuk berjuang 

di laga selanjutnya ya 

terima kasih untuk timnas 

indonesia perjuangan 

kalian sampai sejauh ini 

patut diapresiasi tetap 

semangat untuk berjuang 

di laga selanjutnya ya 

Positive 

RESMI Nathan Tjoe telah 

mendapatkan izin dari 

Heerenveen untuk kembali 

memperkuat timnas 

Indonesia di ajang Piala 

Asia 

resmi nathan tjoe telah 

mendapatkan izin dari 

heerenveen untuk kembali 

memperkuat timnas 

indonesia di ajang piala 

asia 

Neutral 

Timnas Indonesia buat 

sejarah dengan lolos ke 

babak besar Piala Asia 

timnas indonesia buat 

sejarah dengan lolos ke 

babak besar piala asia 

Neutral 

 

2.3.3 Tokenizing: The next stage in data preprocessing is 

the tokenization process, which involves splitting a 

sentence into several words or tokens [36] allowing 

for more effective processing of individual words 

and facilitating the subsequent preprocessing stages 

such as stemming and lemmatization, remove 

Stopwords. The text results that have undergone the 

tokenization stage are shown in Table 5. 

2.3.4 Stemming dan Lemmatization: The following 

process is removing all affixes from words to 

obtain their base form in the dataset [37]. In this 

process, researchers use library sastrawi which can 

help simplify Indonesian text by converting 

inflected words to their basic form. It is beneficial 

in sentiment analysis to treat similar words 

consistently [38]. Sastrawi library can process 

related words, such as “memenangkan” and 

“dimenangkan” into “menang” another example is 

“memperkuat” and “diperkuat” into “kuat” 

ensuring a more consistent analysis. The text 

results that have undergone the stemming and 

lemmatization stage are shown in Table 6. 

 

Table 5. The Outcome of Tokenizing 

Before After Label 

semangat timnas indonesia semangat, timnas, 

indonesia 

Positive 

jelek sekali permainan 

timnas indonesia malam ini 

sangat kecewa 

jelek, sekali, permainan, 

timnas, indonesia, malam, 

ini, sangat, kecewa 

Negative 

terima kasih untuk timnas 

indonesia perjuangan 

kalian sampai sejauh ini 

patut diapresiasi tetap 

semangat untuk berjuang 

di laga selanjutnya ya 

terima, kasih, untuk, 

timnas, indonesia, 

perjuangan, kalian, sampai, 

sejauh, ini, patut, 

diapresiasi, tetap, 

semangat, untuk, berjuang, 

di, laga, selanjutnya, ya 

Positive 

resmi nathan tjoe telah 

mendapatkan izin dari 

heerenveen untuk kembali 

memperkuat timnas 

indonesia di ajang piala 

asia 

resmi, nathan, tjoe, telah, 

mendapatkan, izin, dari, 

heerenveen, untuk, 

kembali, memperkuat, 

timnas, indonesia, di, 

ajang, piala, asia 

Neutral 

timnas indonesia buat 

sejarah dengan lolos ke 

babak besar piala asia 

timnas, indonesia, buat, 

sejarah, dengan, lolos, ke, 

babak, besar, piala, asia 

Neutral 

Table 6. The Outcome of Stemming and Lemmatization 

Before After Label 

semangat, timnas, 

indonesia 

semangat, timnas, 

indonesia 

Positive 

jelek, sekali, permainan, 

timnas, indonesia, malam, 

ini, sangat, kecewa 

jelek, sekali, main, timnas, 

indonesia, malam, ini, 

sangat, kecewa 

Negative 

terima, kasih, untuk, 

timnas, indonesia, 

perjuangan, kalian, sampai, 

sejauh, ini, patut, 

diapresiasi, tetap, 

semangat, untuk, berjuang, 

di, laga, selanjutnya, ya 

terima, kasih, untuk, 

timnas, indonesia, juang, 

kalian, sampai, jauh, ini, 

patut, apresiasi, tetap, 

semangat, untuk, juang, di, 

laga, lanjut, ya 

Positive 

resmi, nathan, tjoe, telah, 

mendapatkan, izin, dari, 

heerenveen, untuk, 

kembali, memperkuat, 

timnas, indonesia, di, 

ajang, piala, asia 

resmi, nathan, tjoe, telah, 

dapat, izin, dari, 

heerenveen, untuk, 

kembali, kuat, timnas, 

indonesia, di, ajang, piala, 

asia 

Neutral 

timnas, indonesia, buat, 

sejarah, dengan, lolos, ke, 

babak, besar, piala, asia 

timnas, indonesia, buat, 

sejarah, dengan, lolos, ke, 

babak, besar, piala, asia 

Neutral 

 

2.3.5 Remove Stopwords: The next stage is the remove 

stopwords process, which involves removing all 

conjunctions and unnecessary words from the 

dataset [39]. This process utilizes the NLTK 

library. After removing the stopwords, the 

remaining words are recombined into a single 

sentence. Removing unnecessary words makes the 

dataset more focused and clean, enabling more 

effective and efficient analysis. Stopword removal 

helps reduce noise in the data and ensures that only 

meaningful words are analyzed [40]. The text 

results that have undergone the remove stopwords 

stage are shown in Table 7. 

 

Table 7. The Outcome of Remove Stopwords 

Before After Label 

semangat, timnas, 

indonesia 

semangat timnas indonesia Positive 

jelek, sekali, main, timnas, 

indonesia, malam, ini, 

sangat, kecewa 

jelek main timnas 

Indonesia malam kecewa 

Negative 

terima, kasih, untuk, 

timnas, indonesia, juang, 

kalian, sampai, jauh, ini, 

patut, apresiasi, tetap, 

semangat, untuk, juang, di, 

laga, lanjut, ya 

terima kasih timnas 

indonesia juang patut 

apresiasi semangat juang 

laga lanjut 

Positive 

resmi, nathan, tjoe, telah, 

dapat, izin, dari, 

heerenveen, untuk, 

kembali, kuat, timnas, 

indonesia, di, ajang, piala, 

asia 

resmi nathan tjoe dapat 

izin heerenveen kembali 

kuat timnas indonesia 

ajang piala asia 

Neutral 

timnas, indonesia, buat, 

sejarah, dengan, lolos, ke, 

babak, besar, piala, asia 

timnas indonesia buat 

sejarah lolos babak besar 

piala asia 

Neutral 
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3 RESULT AND DISCUSSION 

In this study, several experiments were conducted to 

analyze public sentiment toward the participation of the 

Indonesian National Team (TIMNAS) in the U-23 Asian 

Cup 2024 through social media platform X. These 

experiments were carried out in several stages: collecting 

3367 tweets containing opinions about TIMNAS; labeling 

the data where 80% of the data were manually labeled as 

training data while 20% was used as testing data; cleaning 

the dataset; weighting the words using the TF-IDF method; 

modeling the data and applying the Naive Bayes and SVM 

algorithms for sentiment classification on the testing data; 

evaluating the Naive Bayes and SVM algorithms using a 

confusion matrix to obtain accuracy, precision, recall, and 

F1-score values. The experiments are considered successful 

if the algorithms can classify sentiments with a high 

accuracy above 50% and the manual calculation results 

match the code program. A failure scenario occurs if the 

algorithms cannot properly distinguish between positive and 

negative sentiments, indicated by low precision, recall, or 

F1-score values below 50%, and if the manual calculation 

results with the code program do not match. 

 

3.1 TF-IDF Weighting  

TF-IDF weighting aims to assign values to data based on 

the frequency of word occurrence in a document. The 

frequency of each word in the document is calculated and 

then given a weight based on the frequency of occurrence of 

that word relative to the total number of documents 

containing that word [41]. Equation 1 is the TF-IDF formula 

used to calculate the total weight of a word in a document 

[42]. 

 𝑇𝐹 − 𝐼𝐷𝐹(𝑡,𝑑,𝐷) =  𝑇𝐹(𝑡,𝑑)  ×  𝐼𝐷𝐹(𝑡,𝐷)   (1) 

Researchers create a visualization of word frequency in 

the form of a bar chart as depicted in Fig. 3 which highlights 

the top 25 most frequently occurring words within the text 

and enables researchers to identify and assess the prevalence 

of these terms and their potential impact on sentiment 

determination. 

The bar chart visualization presented in Fig. 3 provides a 

clear representation of the most frequently used words in the 

corpus of analyzed text. Where the dominant term is 

"timnas," followed by "indonesia," and then "piala." The 

researchers also conducted word cloud as shown in Fig. 4 to 

visualize text data where larger words indicate higher 

frequency and can identify key terms from the entire set of 

words in the dataset. 

 

 

Figure 3.  Visualization of word frequency in the bar chart
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Figure 4.  Visualization of word frequency in word cloud 

 

3.2 Data Modeling 

After the data weighting process using the TF-IDF 

method, the next step is data modeling. This process is an 

essential step in preparation for further analysis. The dataset, 

consisting of 3367 tweets, will be divided into two parts 

with an 80:20 ratio, where 80% will be used for training and 

20% for testing. During the training phase, the Naive Bayes 

and SVM algorithms will be trained using 80% of the 

labeled data, and in the testing phase, the remaining 20% of 

the data will be used to evaluate the performance of the two 

algorithms. This division is performed to ensure that the 

model can be effectively trained and evaluated on data that it 

has not previously encountered. 

 

3.3 Algorithm Implementation  

After the data modeling process, the next step is the 

implementation of algorithms for sentiment analysis. In this 

study, researchers have implemented two distinct 

algorithms: Naive Bayes and SVM. Each algorithm offers 

unique and effective methods for processing data. The Naive 

Bayes algorithm is rooted in Bayes’ theorem and provides a 

probability-based approach to classification [43]. On the 

other hand, SVM is a robust technique that operates by 

seeking the optimal hyperplane to separate data classes [44]. 

The Naive Bayes and SVM algorithms, which have been 

trained to learn patterns from each sentiment category, will 

then be applied to the 20% test data to determine the 

sentiment values. Subsequently, the sentiment classification 

results from the Naive Bayes and SVM algorithms will be 

combined with the previously labeled 80% data to observe 

the overall sentiment of the dataset. The results of the Naive 

Bayes and SVM algorithm implementations are shown in 

Fig. 5, where the classification results of these algorithms 

have been combined with the previously labeled data. 

This visualization helps to see the sentiment distribution 

within the dataset graphically, making it easier to analyze 

and understand the overall sentiment classification results. 

By looking at the diagram in Fig. 5 it's easier to identify the 

majority sentiment as positive, negative, or neutral and gain 

additional insights into any patterns in the data. The 

difference in the number of tweets classified by the Naive 

Bayes and SVM algorithms is due to how they handle data 

and define sentiment class boundaries. Both algorithms 

yielded very similar results across all sentiment categories, 

indicating that both Naive Bayes and SVM can be 

effectively utilized for sentiment analysis. 

The implementation results of the algorithms show that 

positive sentiment dominates, followed by neutral and 

negative sentiments. This finding indicates that most of the 

public opinion on social media platform X views the 

performance of the Indonesian National Team in the U-23 

Asian Cup 2024 positively. The result of the dominant 

positive sentiment can be interpreted as a sign that the team's 

strategies and performance have met the expectations of 

many fans. Insights gained from this sentiment analysis can 

provide significant benefits to team managers and 

policymakers. Understanding that most of the public holds a 

positive view can help develop communication and 

promotion strategies that leverage this support to strengthen 

relationships with fans. Additionally, criticism found in 

negative sentiments can be used as constructive feedback to 

improve the team's performance in the future. 

 

3.4 Evaluation Testing 

The evaluation testing is a critical step in the process of 

developing and accessing models in machine learning. The 

researchers presented the performance analysis of the 

classification model using the confusion matrix as an 

evaluation tool. The confusion matrix maps the number of 

correct and incorrect predictions made by the model by 

comparing the predictions with the actual values [45]. This 

tool provides a visual representation of the algorithm's 

performance in classifying data into sentiment categories 

and is used to calculate the accuracy, recall, precision, and 

F1-score for each algorithm [46]. In this study, the 

researchers applied a confusion matrix to the 3367 data 

points that were split into training and testing sets as shown 

in Fig. 6 this analysis was conducted for the application of 

the Naive Bayes algorithm and in Fig. 7 for the application 

of the Support Vector Machine algorithm. 

The confusion matrix shown in Fig. 6 illustrates the 

performance of the Naive Bayes algorithm in classifying 

into three sentiment classes there negative, neutral and 

positive with the following values: 

1. Negative category: The model predicted 213 cases as 

True Negatives, but there were 54 Negative cases 

predicted as Neutral, and 77 Negative cases predicted 

as Positive. 

2. Neutral category: The model correctly predicted 913 

cases as True Neutrals, but there were 13 Neutral cases 

predicted as Negative and 124 Neutral cases predicted 

as Positive. 

3. Positive category: The model correctly predicted 1227 

cases as True Positives, but there were 21 Positive 

cases predicted as Negative and 51 Positive cases 

predicted as Neutral. 
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Figure 5.  Comparison of classification labels from the Naive Bayes and 

SVM algorithms  

 

The confusion matrix shown in Fig. 7 illustrates the 

performance of the SVM algorithm in classifying into three 

sentiment classes there negative, neutral and positive with 

the following values: 

1. Negative category: The model predicted 274 cases 

as True Negatives, but there were 51 Negative 

cases predicted as Neutral, and 19 Negative cases 

predicted as Positive. 

2. Neutral category: The model correctly predicted 

1039 cases as True Neutrals, but there were 1 

Neutral case predicted as Negative and 10 Neutral 

cases predicted as Positive. 

3. Positive category: The model correctly predicted 

1239 cases as True Positives, but there were 7 

Positive cases predicted as Negative and 53 

Positive cases predicted as Neutral. 

 

At this stage, the confusion matrix value of each 

algorithm will be evaluated such as algorithm accuracy 

value and F1-score, recall, and precision for each sentiment 

category which are employed to assess the performance of 

the implemented model [47]. From the values obtained in 

the confusion matrix, Equations 2-5 can be utilized to assess 

the performance of the model in terms of algorithm accuracy 

as well as Precision, Recall, and F1-Score for each 

sentiment class [48]. This process aims to gauge the extent 

to which the constructed model can accurately classify 

sentiments. 

 

 

Figure 6.  Confusion matrix of Naïve Bayes implementation result 

 

 

Figure 7.  Confusion matrix of SVM implementation result 

 

1. Accuracy: It measures how often the model makes 

correct predictions. It divides the total correct 

predictions with the total number of cases. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+ 𝑇𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝑇𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙)

(𝑇𝑜𝑡𝑎𝑙 𝐶𝑎𝑠𝑒𝑠)
   (2) 

2. Precision: It measures how accurate the model is when 

making positive or correct predictions. It is computed 

by dividing the number of TP by the total number of 

positive predictions (TP and FP). 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
(𝑇𝑃)

(𝑇𝑃+𝐹𝑃)
 (3) 
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3. Recall: It measures how well the model identifies all 

true positive cases. It is computed by dividing the 

number of TP by the actual number of positive classes 

(TP and FN). 

 𝑅𝑒𝑐𝑎𝑙𝑙 =  
(𝑇𝑃)

(𝑇𝑃+𝐹𝑁)
 (4) 

4. F1-Score: It is the harmonic mean of Precision and 

Recall, providing a single score that balances both 

metrics. It is particularly useful to know a balance 

between Precision and Recall. 

 𝐹1 𝑠𝑐𝑜𝑟𝑒 =  2 𝑥
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
 (5) 

 

Following the extraction of data from the confusion 

matrix presented in Fig. 6 acquired from the implementation 

outcomes of the algorithm, the researchers embarked on 

determining the accuracy of the Naive Bayes algorithm. 

They conducted computations to derive the F1-score, recall, 

and precision values for each sentiment class from the Naive 

Bayes algorithm. The researchers performed manual 

calculations to ensure the accuracy of the values produced 

by the code. To facilitate this process, the results comparing 

the performance evaluation of the Naive Bayes and SVM 

models using the confusion matrix with a total case of 2693 

data are presented in Table 8. 

 

Table 8. Comparison of Confusion Matrix for Naive Bayes and SVM 

 Naive Bayes SVM 

TP positive 1227 1239 

TP negative 213 274 

TP neutral 913 1039 

FP positive 201 29 

FP negative 34 8 

FP neutral 105 104 

FN positive 72 60 

FN negative 131 70 

FN neutral 137 11 

 

Based on the values in Table 8 above, the following are 

the outcomes of the calculations and evaluation tests 

conducted on the Naive Bayes and SVM algorithms.  

Naive Bayes: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+ 𝑇𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝑇𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙)

(𝑇𝑜𝑡𝑎𝑙 𝐶𝑎𝑠𝑒𝑠)
   

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
1227+213+913

2693
   

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  0.87374 𝑜𝑟 87.37 % 

 

Sentiment Positive Naive Bayes: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  
(𝑇𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)

(𝑇𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  
1227

1227+201
  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  0.85924 𝑜𝑟 85.92%  

𝑅𝑒𝑐𝑎𝑙𝑙𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  
(𝑇𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)

(𝑇𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑁𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
  

𝑅𝑒𝑐𝑎𝑙𝑙𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  
1227

1227+72
  

𝑅𝑒𝑐𝑎𝑙𝑙𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  0.94457 𝑜𝑟 94.46%  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  2 𝑥
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑅𝑒𝑐𝑎𝑙𝑙𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  2 𝑥
(0,85924 𝑥 0.94457)

(0,85924 + 0.94457)
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = 0.89989 𝑜𝑟 89.99% 

 

Sentiment Negative Naive Bayes: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  
(𝑇𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)

(𝑇𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  
213

213+34
  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  0.86234 𝑜𝑟 86.23%  

𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  
(𝑇𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)

(𝑇𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑁𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
  

𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  
213

213+131
  

𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  0.61918 𝑜𝑟 61.92%  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  2 𝑥
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  2 𝑥
(0.86234 𝑥 0,61918)

(0.86234 + 0,61918)
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 = 0.72081 𝑜𝑟 72.08% 

 

Sentiment Neutral Naive Bayes: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  
(𝑇𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙)

(𝑇𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙+𝐹𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙)
  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  
913

913+105
  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  0.89685 𝑜𝑟 89.69%  
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𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  
(𝑇𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙)

(𝑇𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙+𝐹𝑁𝑛𝑒𝑢𝑡𝑟𝑎𝑙)
  

𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  
913

913+137
  

𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  0.86952 𝑜𝑟 86.95%  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  2 𝑥
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑢𝑡𝑟𝑎𝑙 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑢𝑡𝑟𝑎𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑢𝑡𝑟𝑎𝑙 + 𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑢𝑡𝑟𝑎𝑙)
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  2 𝑥
(0.89685 𝑥 0.86952)

(0.89685 + 0.86952)
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑢𝑡𝑟𝑎𝑙 = 0.88297 𝑜𝑟 88.30% 

 

Accuracy SVM: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+ 𝑇𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝑇𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙)

(𝑇𝑜𝑡𝑎𝑙 𝐶𝑎𝑠𝑒𝑠)
   

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
25+ 250+267

674
   

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  0.80415 𝑜𝑟 80.42 % 

 

Sentiment Positive SVM: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  
(𝑇𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)

(𝑇𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  
1239

1239+29
  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  0.97712 𝑜𝑟 97.71%  

𝑅𝑒𝑐𝑎𝑙𝑙𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  
(𝑇𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)

(𝑇𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑁𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
  

𝑅𝑒𝑐𝑎𝑙𝑙𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  
1239

1239+60
  

𝑅𝑒𝑐𝑎𝑙𝑙𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  0.95281 𝑜𝑟 95.28%  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  2 𝑥
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑅𝑒𝑐𝑎𝑙𝑙𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =  2 𝑥
(0.97712 𝑥 0.95281)

(0.97712 + 0.95281)
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = 0.93199 𝑜𝑟 93.20% 

 

Sentiment Negative SVM: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  
(𝑇𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)

(𝑇𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  
274

274+8
  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  0.97163 𝑜𝑟 97.16%  

𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  
(𝑇𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)

(𝑇𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑁𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
  

𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  
274

274+70
  

𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  0.79651 𝑜𝑟 79.65%  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  2 𝑥
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =  2 𝑥
(0.97163 𝑥 0.79651)

(0.97163 + 0.79651)
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 = 0.87539 𝑜𝑟 87.54% 

 

Sentiment Neutral SVM: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  
(𝑇𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙)

(𝑇𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙+𝐹𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙)
  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  
1039

1039+104
  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  0.90901 𝑜𝑟 90.90%  

𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  
(𝑇𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙)

(𝑇𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙+𝐹𝑁𝑛𝑒𝑢𝑡𝑟𝑎𝑙)
  

𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  
1039

1039+11
  

𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  0.98952 𝑜𝑟 98.95%  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  2 𝑥
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑢𝑡𝑟𝑎𝑙 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑢𝑡𝑟𝑎𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑛𝑒𝑢𝑡𝑟𝑎𝑙 + 𝑅𝑒𝑐𝑎𝑙𝑙𝑛𝑒𝑢𝑡𝑟𝑎𝑙)
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑢𝑡𝑟𝑎𝑙 =  2 𝑥
(0.90901 𝑥 0.98952)

(0.90901 + 0.98952)
  

𝐹1 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑢𝑡𝑟𝑎𝑙 = 0.94756 𝑜𝑟 94.76% 

 

The Naive Bayes evaluation results obtained from 

program testing are shown in Fig. 8 which displays the 

accuracy algorithm, precision, recall and F1-scores for each 

sentiment category. 

Based on the results shown in Fig. 8, the evaluation 

testing from the program code yielded an accuracy of 87% 

for the Naive Bayes algorithm. For the positive sentiment, 

the precision was 86%, the recall was 94%, and the F1-score 

was 90%. For the negative sentiment, the precision was 

86%, the recall was 62%, and the F1-score was 72%. For the 

neutral sentiment, the precision was 90%, the recall was 

87%, and the F1-score was 88%. These results indicate that 
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the developed code effectively assesses the Naive Bayes 

algorithm's accuracy, precision, recall, and F1-score, 

aligning well with manual calculations. 

 

 

Figure 8.  Result accuracy, precision, recall, f1-score of Naive Bayes 

 

The SVM evaluation results obtained from program 

testing are shown in Fig. 9 which displays the accuracy 

algorithm, precision, recall and F1-scores for each sentiment 

category. 

 

 

Figure 9.  Result accuracy, precision, recall, f1-score of SVM 

 

Based on the results shown in Fig. 9, the evaluation 

testing from the program code yielded an accuracy of 95% 

for the SVM algorithm. For the positive sentiment, the 

precision was 98%, the recall was 95%, and the F1-score 

was 97%. For the negative sentiment, the precision was 

97%, the recall was 80%, and the F1-score was 88%. For the 

neutral sentiment, the precision was 91%, the recall was 

99%, and the F1-score was 95%. These results demonstrate 

that the developed code accurately evaluates the SVM 

algorithm's accuracy, precision, recall, and F1-score, 

consistent with manual calculations. 

The researcher presents a comparison in Table 9 to 

facilitate an understanding of the comparative evaluation 

results between the Naive Bayes and SVM algorithms. 

 

Table 9. Comparison of Evaluation Testing for Naive Bayes and SVM 

Metrix Naive Bayes SVM 

Accuracy 87% 95% 

Sentiment Positive 

Precision 86% 98% 

Recall 94% 95% 

F1-Score 90% 97% 

Sentiment Negative 

Precision 86% 97% 

Recall 62% 80% 

Metrix Naive Bayes SVM 

F1-Score 72% 88% 

Sentiment Neutral 

Precision 90% 91% 

Recall 87% 99% 

F1-Score 88% 95% 

 

Based on the results of the values displayed in Table 9 

above, it can be concluded that the SVM algorithm 

demonstrates superior performance compared to Naive 

Bayes in sentiment analysis of public opinions on the social 

media platform X regarding the participation of the 

Indonesian National Team in the Asian Cup U23 2024. 

SVM achieved an accuracy of 95% compared to Naive 

Bayes' 87%, indicating that SVM is more reliable in 

classifying overall sentiment. For positive sentiment, SVM 

shows a precision of 98% (minimal error in detecting 

positive sentiment), a recall of 95% (high capability in 

capturing positive sentiment), and an F1-score of 97% (a 

good balance between precision and recall). In detecting 

negative sentiment, SVM also performs better with a 

precision of 97% and recall of 80%, indicating SVM's 

effectiveness in recognizing negative sentiment compared to 

Naive Bayes. For neutral sentiment, SVM has a precision of 

91% and recall of 99%, demonstrating an excellent ability to 

detect almost all neutral sentiments with high accuracy. 

Thus, SVM proves to be more reliable and consistent in 

classifying diverse sentiments from user opinions on social 

media, making it a better algorithm for sentiment analysis in 

this study. 

Based on the established success and failure scenarios, 

the results of this study can be considered successful 

because the algorithms used, namely Naive Bayes and SVM, 

are capable of classifying sentiment with an accuracy well 

above 50%. Additionally, the precision, recall, and F1-score 

values for each type of sentiment (positive, negative, and 

neutral) are also above 50%, demonstrating the algorithms' 

ability to distinguish between positive, negative, and neutral 

sentiments effectively. The manual calculation results are 

also consistent with the program code results, further 

strengthening the validity of this research. 

 

4 CONCLUSION 

This study successfully analyzed public sentiment 

toward the participation of the Indonesian National Team in 

the 2024 U-23 Asian Cup using Naive Bayes and SVM 

algorithms. The findings indicate that the SVM algorithm 

outperformed Naive Bayes' accuracy by 95%, compared to 

Naive Bayes' accuracy of 87%. Positive sentiment 

dominated public opinion, followed by neutral and negative 

sentiments. The analysis of positive sentiment demonstrates 

strong public support, which team managers and 

policymakers can leverage to develop more effective 

communication and promotional strategies, strengthen 

relationships with fans, and enhance support for the national 

team. Conversely, criticisms identified in the negative 

sentiments can serve as constructive feedback for improving 

team performance in the future. The study's success is 
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underscored by high values of accuracy, precision, recall, 

and F1-score for both algorithms, all of which exceeded 

50%. This indicates that the algorithms used were adept at 

distinguishing between positive, negative, and neutral 

sentiments. Furthermore, the consistency between manually 

calculated results and program outputs reinforces the 

validity of this research. For future research, it is 

recommended to explore the use of more advanced 

techniques, such as deep learning or pre-trained models, 

which could enhance the accuracy and depth of sentiment 

analysis. This study makes a significant contribution by 

demonstrating how sentiment analysis can be applied in 

social and sports contexts, providing a solid foundation for 

future research across various fields. 
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